
© 2003        Nature  Publishing Group

www.nature.com/focus/cellbioimaging

M
icroscopy has been a key tool for cell biologists from the outset — indeed,

cell biology was literally born with microscopy. This year marks the 300th

anniversary of the death of Robert Hooke, whose seminal observations under

the microscope (Micrographia, 1665) led to the initial coining of the term ‘cell’ (referring to 

a tiny bare room, similar to a monk’s cell). Since then, microscopy has revolutionized our

understanding of how cells live and die. New subcellular compartments have been

discovered thanks to improving microscopy techniques, and progress in cell biology still

relies in great part on advances in imaging techniques.

This past decade has seen a ‘rainbow’ revolution in microscopy. Fluorescent proteins,

such as green fluorescent protein from the jellyfish Aequorea victoria, have been used to

visualize biological processes as they happen in living cells and whole organisms. Together

with improved fluorescence microscopy and time-lapse microscopy, these impressive

techniques have provided insights into the dynamics of proteins and the biological

processes that they regulate. Importantly, imaging techniques are now becoming available

not only to specialist biophysicists but also to cell biologists — a merger that is reflected by

joint conferences and collaborations that bring these communities together. Now is

therefore the perfect time to focus on this central tool in cell biology.

For this reason, Nature Cell Biology and Nature Reviews Molecular Cell Biology are pleased

to present this supplement on imaging in cell biology. These journals have sole responsibility

for the choice and content of the supplement and, should you wish to cite any of these

articles, please refer to the citation information at the end of each article, above the reference

list. The supplement consists of a series of specially commissioned articles, which were

selected on the basis of feedback from the research community. The topics covered in the six

Review articles span both the wavelength and the resolution scale, from magnetic resonance

imaging to electron microscopy, and from single-molecule to whole-organism imaging.

To conclude this supplement, Roger Y. Tsien speculates on the future of imaging and the

new challenges that lie ahead.We hope that the content of these articles provides not only an

essential guide to the latest techniques, their advantages and limitations, but also highlights

the diverse cell-biological applications of imaging techniques.

We are pleased to acknowledge the financial support of Carl Zeiss in the production of

this supplement. Thanks to this support, supplement articles are available free online for

six months, where they can be found together with a Focus on imaging in cell biology

(see http://www.nature.com/focus/cellbioimaging). In addition to the supplement articles,

this Focus site contains key imaging articles from our past issues and from other Nature

Publishing Group journals, as well as movies, images and recommended links. The latter

includes a link to the ongoing Nature Cell Biology and Nature Reviews Molecular Cell

Biology ‘Cell of the Month’ competition, and some of the winning images have been used

in this supplement to emphasize that cell-biological images can be not only informative,

but also visually stunning.
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be used in combination with other fluores-
cent proteins that fluoresce at shorter wave-
lengths for both multicolour labelling and
fluorescence resonance energy transfer
(FRET) experiments. At present, the com-
mercially available RFPs are derived from
two wild-type GFP-like proteins. The first,
DsRed (drFP583), has excitation and emis-
sion maxima at 558 nm and 583 nm, respec-
tively5. It retains an impressive brightness and
remains stable despite pH changes, the pres-
ence of denaturants and photobleaching8.
The second, a far-red fluorescent protein,
was generated by mutagenesis of a chromo-
protein that absorbs at 571 nm9. The resulting
protein, HcRed1 (Clontech), has excitation
and emission maxima at 588 nm and 618 nm,
respectively. HcRed1, however, exhibits a low
MOLAR EXTINCTION COEFFICIENT (ε) at 588 nm
(ε588 = 20,000 M–1 cm–1) and a low FLUORESCENCE

QUANTUM YIELD (Φ = 0.015). As the brightness
of a fluorophore depends on both the ε at a
certain wavelength and Φ, which define the
absorption and the ratio of photons emitted
to photons absorbed, respectively, HcRed1
fluoresces weakly. So far, the fluorescent
protein which emits fluorescence at the
longest wavelength (without any mutations
being introduced) is eqFP611, cloned from
the sea anemone Entacmaea quadricolor10.
This protein absorbs at 559 nm and emits at
611 nm. As many spectral variants have
emerged, more investigators are becoming
interested in the simultaneous imaging of
multiple fluorophores and/or FRET signals.

Making a successful fusion protein. There are
three important points to consider when
creating a functional fluorescent protein
(FIG. 1a,b): the fluorescent protein must fold
correctly to fluoresce, the host protein also
needs to fold correctly to be functional, and
the integrity of the chimeric protein must
be maintained.

The length and sequence of the linker
between the fluorescent protein and host pro-
tein should be optimized for each specific
application. In many cases, steric hindrance
or folding interference can occur between
the fluorescent protein and host protein if the
linker is not sufficiently long and flexible.
The amino acid that confers the most flexibil-
ity to a peptide chain is glycine (Gly), which
has the smallest side chain of all amino acids.
A small number of glycine residues is there-
fore the most common method used to link
two protein domains. The most widely used
linker designs have sequences that primarily
consist of Gly and serine (Ser) stretches, Ser
residues being interspersed to improve the
solubility of a poly-Gly stretch.

The conventional techniques that are used to
fluorescently label proteins and image them in
their native environment can be laborious. For
example, reliable protein labelling requires
expertise in protein chemistry, and the suc-
cessful microinjection of labelled products
into cells with minimal damage requires much
technical experience. Moreover, it is difficult to
target fluorescently labelled proteins directly
to specific sites within a cell, because the dis-
tribution and targeting of most proteins is
regulated by their in vivo translation and
post-translational modifications.

By contrast, de novo synthesis is much
more likely to result in native patterns of
protein localization. Gene transfer techniques,
including liposome-mediated transfection,
which use various viral vectors, electropora-
tion and the GENE GUN, make this possible and
have shown significant progress in recent
years. As a result, proteins can now be
expressed within cells as fusions to fluores-
cent proteins or to small tags that can react
with specialized fluorophores. Although
more traditional methods such as protein
microinjection are not without their advan-
tages, these new methods for fluorescently
labelling proteins by genetic fusion are open-
ing new windows for our understanding of
cellular function.

Labelling with fluorescent proteins
Expanding the colour repertoire. Green fluores-
cent protein (GFP) was originally isolated from
the light-emitting organ of the jellyfish
Aequorea victoria1 by Shimomura et al. in 1962,
although more than 30 years passed before the
complementary DNA encoding the protein
was subsequently characterized2,3.As Aequorea
GFP is spontaneously fluorescent, chimeric

GFP fusions offer the great advantage that they
can be expressed in situ by gene transfer into
cells, thereby circumventing the need for high-
level heterologous production, purification,
in vitro labelling and microinjection of recom-
binant proteins. In addition, these GFP fusions
can be localized to particular sites within the
cell by appropriate targeting signals.

Although spectral variants with blue,
cyan and yellowish-green emissions have
been successfully generated from the
Aequorea GFP4, none exhibit emission max-
ima longer than 529 nm1. Fortunately, the
discovery of novel ‘GFP-like proteins’ from
Anthozoa (coral animals) have significantly
expanded the range of colours available for
cell biological applications. As a result, the
family of ‘GFP-like proteins’ deposited in
sequence databases now includes approxi-
mately 30 significantly different members5,6.
Despite only a modest degree of sequence
similarity, these GFP-like proteins probably
share a β-can fold structure that is central to
the fluorescence of GFP (FIG. 1). In this
review, the term ‘fluorescent proteins’ is used
to describe those proteins that can become
spontaneously fluorescent through the auto-
catalytic synthesis of a CHROMOPHORE. Although
most GFP-like proteins fall into this category,
a subset display only intense absorption with-
out fluorescence emission, and are dubbed
chromoproteins6. Most of the fluorescent
proteins discussed in this review are summa-
rized in FIG. 2 (also see REF. 7, which covers
fluorescent proteins more broadly).

Proteins that fluoresce at red or far-red
wavelengths (red fluorescent proteins or RFPs)
are of specific interest, as eukaryotic cells
and tissues display reduced AUTOFLUORESCENCE

at these longer wavelengths. Also, RFPs can

Lighting up cells: labelling proteins 
with fluorophores
Atsushi Miyawaki, Asako Sawano and Takako Kogure

During the past decade, rapid improvements have been made in the tools
available for labelling proteins within cells, which has increased our ability to
unravel the finer details of cellular events. One significant reason for these
advances has been the development of fluorescent proteins that can be
incorporated into proteins by genetic fusion to produce a fluorescent label. 
In addition, new techniques have made it possible to label proteins with small
organic fluorophores and semiconductor nanocrystals.
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The decision of whether to fuse a fluores-
cent protein to the amino or carboxyl termi-
nus of a protein depends on the properties
of the protein. For example, a particular ter-
minus might need to be preserved to retain

proper protein function or to ensure correct
localization. This decision might also be
made on the basis of structural aspects of the
particular fluorescent protein. For example,
Aequorea GFP has a floppy carboxyl terminal

tail of approximately ten amino acids11, which
makes its fusion to the amino terminus of
other proteins possible without the addition
of a linker (FIG. 1a). By contrast, DsRed is more
successfully fused to the carboxyl terminus of
proteins of interest (FIG. 1b), because the
amino termini project fully from a tetrameric
complex of DsRed (see below).

In rare cases in which neither end of a host
protein can be modified, it is possible to insert
the fluorescent protein into the middle of the
protein. A highly flexible portion such as a
β-turn should, theoretically, be tolerant to
such an insertion. For example, enhanced
GFP (EGFP; Clontech) has been inserted into
the cytoplasmic domain of a non-conducting
mutant of the Shaker K+ channel12 and fluo-
rescence was visible in cells. Moreover, the
intensity of fluorescence was altered only
slightly by the voltage-dependent change in
the domain structure.

In general, to preserve the original struc-
ture of a host protein, the resulting amino and
carboxyl termini of the inserted fluorescent
protein should be in close proximity; this also
allows efficient folding of the fluorescent pro-
tein. A circularly permuted GFP (cpGFP), the
amino and carboxyl portions of which have
been interchanged and reconnected by a
short spacer between the original termini13,14,
could be used for such a purpose. As the two
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Figure 1 | Schematic of protein labelling with a
variety of fluorophores. A host protein with a
molecular mass of 10–20 kDa is shown in blue with
its amino (dark grey) and carboxyl (light grey) termini.
The crystal structures of the monomeric Aequorea
victoria green fluorescent protein (GFP) (green) and
tetrameric DsRed (red) were taken from the
Brookhaven Protein Data Bank (PDB). a | The host
protein is fused to the C terminus of Aequorea GFP
through a linker (a black broken line). b | The host
protein is fused to the N terminus of DsRed, which
forms a tetrameric complex. c | A circularly
permuted GFP, beginning with Tyr145 and ending
with Asn144, is inserted into a β-turn of the host
protein. d | Site-specific labelling of the host protein
with a small organic fluorophore (fluorescein). 
e | The C terminus of the host protein is extended
with the tetracysteine motif (CCPGCC), to which
the FlAsH compound is covalently linked. Modified
with permission from REF. 14 © (2002) Macmillan
Magazines Ltd. f | The C terminus of the host protein
is fused to W160hAGT, which becomes labelled at
Cys145 following reaction with O6-benzylguanine
fluorescein (BGFL). The crystal structure of AGT was
taken from the PDB. g | A quantum dot emitting at
roughly 600 nm is conjugated to streptavidin
(Qdot 605 Streptavidin Conjugate, Quantum Dot
Corporation). The biotinylated host protein is then
linked to the quantum dot by a streptavidin/biotin
complex. The β-barrel of fluorescent proteins,
fluorescein, FlAsH, W160hAGT and the quantum
dot are all drawn to scale. AGT, O6-alkylguanine-
DNA alkyltransferase.
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variants that mature efficiently. In this respect,
it is important to note that the folding effi-
ciencies of both the fluorescent protein and
the host protein are likely to be interdepen-
dent. Fluorescent proteins tend to fold less effi-
ciently when fused to other proteins, although
fusion to a well-folded host protein can facili-
tate proper fluorescent protein folding15.

After protein synthesis, many GFP vari-
ants mature quite slowly, involving a multi-step
folding process that consists of cyclization,
dehydration and oxidation. However, cit-
rine16 and Venus17, two bright versions of a

resulting termini are close to each other, it
might even be possible to insert this mole-
cule into the middle of secondary structures
(FIG. 1c). However, this remains to be tested.

Maturation of fluorescent proteins. Poor fold-
ing of a fluorescent protein variant results in 
a non-fluorescent chimaera.Accumulation of a
large amount of such a protein inside cells will
decrease the fluorescent signal, and potentially
perturb cellular homeostasis if the labelled
host protein retains its original function. It is
therefore imperative to use fluorescent protein

yellow-emitting mutant of GFP (YFP) that
mature efficiently, have recently been devel-
oped. These variants can also facilitate host
protein folding17. Moreover, their rapid mat-
uration allows the immediate detection of flu-
orescent signals after the introduction of
genes to freshly prepared biological samples,
such as brain slices17. Similarly to GFP vari-
ants, the red chromophore of DsRed also
undergoes these maturation steps, but
requires an additional autocatalytic modifi-
cation of its GFP-like chromophore18; in-
complete maturation gives rise to residual
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maxima. References are given in square brackets. Normalized excitation (b) and emission (c) spectra of representative fluorescent proteins. BFP, blue fluorescent protein;
CFP, cyan fluorescent protein; GFP, green fluorescent protein; KFP1, kindling fluorescent protein; mRFP1, monomeric red fluorescent protein; PA-GFP, photoactivatable-
GFP; YFP, yellow fluorescent protein.



S4 |  SEPTEMBER 2003 www.nature.com/focus/cellbioimaging

R E V I E W S

interest in ‘downsizing’ fluorescent proteins,
mutagenesis studies have not yet been success-
ful. So far, the most promising results for
smaller protein labels have come from the
use of small organic fluorophores such as flu-
orescein and rhodamine (<1 kDa), which
can be placed at specific sites in proteins
using elaborate protein chemistry labelling
techniques (FIG. 1d). An important benefit of
using small organic fluorophores is that it
minimizes possible steric hindrance prob-
lems that can interfere with protein function.
In addition, site-specific attachment of the
fluorophores to proteins can permit changes
in the local environment, or the distances
between labelled sites, to be assessed when
these molecules are used for FRET28,29. For
example, FRET was used as a spectroscopic
ruler to determine the distances between pro-
tein regions labelled with small fluorophores
in the Shaker K+ channel, and demonstrated
that the voltage-sensing segment of the
channel twists during activation30,31.

If membrane permeabilization or micro-
injection is possible, then this approach also
allows fine control of the quantity of intro-
duced fluorescently labelled proteins. Recent
FRET studies have used small fluorophores as
acceptors in combination with a GFP donor.
For example, the combination of Cy3.5- and
Cy3-labelled phospho-specific antibodies with
GFP-fusion proteins has allowed the visualiza-
tion of PKC-α32 autophosphorylation and
epidermal growth factor receptor (EGFR)33

activation, respectively, in fixed and permeabi-
lized cell samples. The EGFR studies provided
the first evidence for ligand-independent later-
al propagation of receptor activation in the
plasma membrane, a surprising result to many
who had believed that ligand binding was
essential for receptor activation. In another
approach used to visualize activation of the
RhoGTPase Rac, cultured cells expressing a
GFP–Rac fusion were injected with a fragment
of p21-activated kinase labelled with an Alexa-
546 dye, which selectively binds GTP-bound
GFP–Rac34. This study revealed the spatial con-
trol of growth factor-induced Rac activation in
membrane ruffles, which forms an activation
gradient at the leading edge of motile cells.

In vivo labelling with organic dyes
Recently, two innovative techniques have
been developed for labelling specific recom-
binant proteins with small organic fluo-
rophores within live cells35,36: the bi-arsenic
fluorophore labelling of proteins that have
been genetically altered to contain tetra-
cysteine motifs, and the labelling of proteins
fused to O6-alkylguanine-DNA alkyltrans-
ferase with enzymatic substrate derivatives.

Because it is monomeric, mRFP1 has enabled
red-fluorescence labellings that were not possi-
ble before with DsRed (FIG. 3B).Also, the excita-
tion and emission maxima of mRFP1 are 584
nm and 607 nm, respectively (FIG. 2b,c), which
gives good spectral separation from other fluo-
rescent protein signals. This work provides
hope that other oligomeric fluorescent pro-
teins might also be converted into monomers.
Indeed, the far-red variant HcRed1, which is
made from a parent chromoprotein that
seems to form obligate tetramers, has also
been engineered to form dimers9. Similarly,
the anemone fluorescent protein epFP611 can
function as a monomer, but only at low con-
centrations and in the presence of detergent10.

A further problem is the potential aggrega-
tion of fluorescent proteins, which impedes
any cellular application and leads to cellular
toxicity.Although the molecular mechanisms
of fluorescent protein aggregation remain
unclear, there are two possible explanations.
First, aggregation might be due to electrostatic
or hydrophobic interactions between fluores-
cent proteins. The possible contribution made
by electrostatic interactions has been support-
ed by recent work in which non-aggregating
mutants were successfully generated by remov-
ing basic residues located near the amino
termini of several fluorescent proteins27,
including DsRed. So, it might also be possible
to make non-aggregating mutants by remov-
ing hydrophobic side chains on the surface of
oligomeric complexes. It should be noted that
Renilla GFP becomes soluble as a result of its
dimerization; a hydrophobic patch becomes
hidden at the dimerization interface and allows
the surface of the dimer to become hydrophilic.

The second possibility is that aggregation
might follow fluorescent protein oligomeriza-
tion. So, the problem might be made worse
still if host proteins are also oligomeric, as
fusion to fluorescent proteins might result in
crosslinking into massive aggregates. Indeed,
DsRed tends to produce more serious aggre-
gation when fused to a host protein, although,
in an exception to this trend, fusion of DsRed
to protein kinase C-γ (PKC-γ) retains the
dynamic redistribution of the enzyme after
stimulation (FIG. 3a). Overall, this aggregation
problem would most easily be solved by using
monomeric fluorescent proteins (FIG. 3B)26.

In vitro labelling with organic dyes
Despite the numerous advantages afforded
by in vivo imaging with fluorescent proteins,
these approaches, as discussed above, have
limitations. Another disadvantage is that the
known fluorescent proteins are relatively
large (~27 kDa in monomeric form) tags for
protein labelling. Although there is keen

green fluorescence, which might be a disad-
vantage for separation from green signals.
Two recently developed varieties of DsRed,
known as T1 (REF. 19) and E57(REF. 20), display
improved maturation, making them preferable
for use in dual-colour experiments.

Conversely, a long-lived green state can be
advantageous if the intention is to analyse the
history of the synthesis of a protein in a cell.
A new mutant of DsRed,E5, is particularly use-
ful for this because it changes its colour from
green to red over a predictable time course21.
This feature makes it possible to use the ratio of
green-to-red emission as a measure of the time
that has elapsed since the initiation of protein
synthesis. Therefore, E5 functions as a fluores-
cent timer that yields both temporal and
spatial information about target protein age.
For example, this property of E5 maturation
has been applied in experiments with adrenal
chromaffin cells expressing a peptide hormone
fused to E5, and has been used to demonstrate
that secretory vesicles are segregated function-
ally and spatially according to age22.

It is emerging that the maturation and sub-
sequent fluorescence of some GFP variants can
be ‘photoactivated’ by specific illumination,
which provides the advantage that fluorescence
can be turned on at a chosen time point.
During the past year, three new fluorescent
proteins that undergo photochemical modifi-
cation in or near the chromophore have been
developed: PA-GFP23, Kaede24 and KFP125

(see also the review on page S7 of this supple-
ment). They enable selective activation of fluo-
rescence signals after specific illumination,
and can be used to fluorescently mark indi-
vidual cells, organelles or proteins7.

The advantages and disadvantages of oligo-
merization. The propensity for a fluorescent
protein to form oligomers is an important
consideration, as such interactions can inter-
fere with the function of the host protein to
which it is fused. Unfortunately, all of the
Anthozoan GFP-like proteins characterized
so far form obligate oligomers14. Although
oligomerization does not prevent their use for
reporting gene expression or marking cells, it
does preclude their use in fusion protein appli-
cations. Similarly, fusion of DsRed, which
normally forms a tetramer, to host proteins
often disrupts their normal behaviour,
although there are some exceptions (FIG. 3A).
Campbell et al. recently reported the successful
engineering of monomeric RFP (mRFP1)26

from DsRed. As mRFP1 matures ten times
faster than its parental protein, it exhibits simi-
lar brightness to DsRed in living cells despite its
lower molar extinction coefficient, fluores-
cence quantum yield and photostability.
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In the first technique, Tsien and colleagues
made use of the well-known affinity of
arsenoxides  for closely spaced cysteine
pairs35,37. Two arsenoxide groups were intro-
duced into fluorescein to form FlAsH, which
binds with high affinity to tetra-cysteines
containing the rare sequence CCXXCC 
(FIG. 1e). Therefore, a host protein of interest
can be genetically fused to a short peptide of
6–20 amino acids containing the CCXXCC
motif, and this construct can then be 
produced inside cells. The FlAsH label is
membrane-permeant and non-fluorescent,
acquiring fluorescence only on binding to
the CCXXCC motif. Importantly, this 
property of the compound significantly
decreases the background signal generated
by unbound fluorophores.

Various derivatives of FlAsH can be
designed by chemical modification of the
original compound14. For example, a red ana-
logue of FlAsH has been synthesized using the
red fluorophore resorufin, and is termed
ReAsH. Using the combination of FlAsH
and ReAsH, Gaietta et al. determined the
mechanism by which connexin 43 (Cx43), a
subunit of gap junction channels, is added
to and removed from gap junction plaques
(FIG. 3C)38,39. By engineering the FlAsH/ReAsH-
binding motif into the Cx43 protein and then
alternately labelling cells with FlAsH or
ReAsH, different pools of the protein could be
followed over time. This partitioning between
red and green fluorescence revealed the novel
characteristics of Cx43 transport, assembly
into channels and turnover. This study
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Figure 3 | Fluorescence images of cells
containing proteins labelled with
fluorophores by various techniques.
A | Simultaneous imaging of PKC-γ–DsRed and
MARCKS–GFP in HeLa cells. The images were
taken at 0 s, 30 s, 1 m and 10 m after stimulation
with 10 µM ATP. Green and red fluorescence
signals were captured simultaneously using 
488 nm and 543 nm laser lines, respectively.
Remarkably, PKC-γ–DsRed preserved the
original behaviour of PKC-γ despite its tetramer
formation; transient redistribution of PKC-
γ–DsRed from the cytosol to the plasma
membrane was observed on stimulation, inducing
calcium mobilization. The reciprocal translocation
of MARCKS from the plasma membrane to the
cytosol was visualized by fusing it to GFP. 
The redistribution of PKC-γ and MARCKS is
indicated by arrowheads. Scale bar, 10 µm. 
B | Functional labelling of the gap junction protein
Cx43 with the monomeric RFP mRFP1 ( REF. 26).
Transmitted light and red fluorescence.
Cx43–mRFP1 was localized to the boundary
between two transfected HeLa cells (top). 
The functionality of the gap junction formed by
Cx43–mRFP1 was demonstrated by diffusion 
of lucifer yellow into the adjacent cell. The
injection point is indicated by an asterisk
(bottom). By contrast, Cx43–DsRed did not give
such functional labelling of gap junction (data not
shown). C | Gap junction dynamics revealed by
sequential pulse-labelling of Cx43–tetracysteine
(TC) in HeLa cells with FlAsH and ReAsH38,39.
First, all Cx43–TC molecules were stained with
FlAsH–EDT2. After a 4- or 8-hour interval (a and b,
and c and d, respectively), the newly synthesized
pool of Cx43–TC was labelled with ReAsH–EDT2.
Monitoring the pools of old (green) and young (red)
Cx43–TC molecules revealed that the gap junction
protein moves from the periphery to the centre of
the gap junction. Scale bar, 1 µm. D | Covalent
labelling of nuclear-targeted W160hAGT with O6-
benzylguanine fluorescein (BGFL) in an AGT-
deficient CHO cell36. A transfected cell was
incubated with a membrane-permeable derivative
of BGFL in the medium (a), and washed with
phosphate buffered saline (PBS) (b). Successive
washings reveal the localized fluorescence label
within the nucleus (c). Scale bar, 10 µm. 
E | Photostability of quantum dot 630, which
emits at 630 nm, and Alexa 488 (REF. 44). Nuclear
antigens were labelled with QD 630-streptavidin
(red), and microtubles were labelled with Alexa
488-conjugated to antimouse IgG (green)
simultaneously in a fixed 3T3 cell. The signals of
Alexa 488 faded quickly during continuous
illumination at 485 nm for 3 min, whereas the
signals of QD 630 were not affected. Scale bar,
10 µm. (B) was reproduced with permission from
REF. 26 © (2002) National Academy of Sciences,
(C) from REF. 38 © (2002) American Association for
the Advancement of Science, (D) from REF. 36 ©
(2003) Macmillan Magazines Ltd, and (E) from
REF. 44 © (2003) Macmillan Magazines Ltd. GFP,
green fluorescent protein; hAGT, human O6-
alkylguanine-DNA alkyltransferase; MARCKS,
myristoylated alanine-rich protein kinase C
substrate; mRFP1, monomeric red fluorescent
protein; PKC-γ, protein kinase C-γ; RFP, red
fluorescent protein.
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minimal perturbation of normal cell processes,
while maintaining a favourable signal-to-
noise ratio. In this context, the integrity of the
labelled protein is crucial. It is also essential
that the fluorophores fluoresce at a high effi-
ciency and that the act of labelling does not
disrupt the biochemical function or cellular
localization of the host protein.

Each of the techniques that we have
reviewed has advantages and disadvantages,
which must be considered and weighed for
each application. For example, the inability to
control the amount of protein produced by
exogenous means can be a disadvantage of
gene-transfer techniques. In this regard, the
more traditional introduction of fluorescence-
labelled soluble proteins through a permeabi-
lized plasma membrane or a glass pipette is
superior, particularly for FRET analyses, for
which a 1:1 stoichiometry between two distinct
fluorescently labelled proteins is desirable.
Clearly, it is imperative to evaluate the poten-
tial and limitations of each fluorescence-
labelling technique so as to use them to their
fullest capacity and to derive the greatest pos-
sible benefit from them.With these conditions
met, the acquisition of images of cells labelled
with two or more fluorophores might be a key
tool to decipher the complexity of the spatial
and temporal behaviour of cellular events.
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represent a promising new fluorescent label,
owing to their photostability and wide range of
excitation and emission wavelengths43. But
despite their advantages over organic fluo-
rophores and fluorescent proteins, the use of
quantum dots has so far been limited by their
lack of biocompatibility. New advances in sur-
face coating chemistry, however, have helped to
overcome these problems to allow long-term,
multi-colour imaging of live cells44–46.

Quantum dots are semiconductor nano-
crystalline particles, typically measuring 2–10
nm in size (roughly the size of typical pro-
teins). They provide several important
advantages over organic fluorophores and
fluorescent proteins, including narrow, sym-
metrical and tuneable emission spectra that
can be varied according to the size and mat-
erial composition of the particles. This
property allows flexible and close spacing of
different quantum dots without substantial
spectral overlap. In addition, their absorption
spectra are broad, which makes it possible to
excite all quantum dot colour variants simul-
taneously using a single excitation wavelength,
thereby minimizing sample autofluorescence.
Last, they have exceptional photostability.

Quantum dots are initially synthesized
with hydrophobic organic ligands at their sur-
face. For use in aqueous biological conditions,
however, these organophilic species must be
exchanged for ones that are more polar to
prevent their aggregation and nonspecific
adsorption in biological samples. Recent
advances in nanomaterials have allowed
quantum dots to be conjugated to biorecog-
nition molecules44,45, such as streptavidin
(FIGS 1g and 3E) and antibodies; these conju-
gates have been used on both fixed cells and
tissue sections. In addition, cell-surface pro-
teins and the endocytic compartments of live
cells have been labelled with quantum dot bio-
conjugates. More recently, quantum dots
encapsulated in phospholipid micelles were
injected into Xenopus laevis embryos, and their
fluorescence was followed until the tadpole
stage in a cell-autonomous manner, which
illustrates that quantum dots are stable and
non-toxic inside cytosolic compartments46.

Labelling for cellular imaging
Live cell imaging has become more accessible
to researchers, largely as a result of recent
advances in the techniques for fluorescence
labelling of proteins by gene transfer.
However, general properties must be consid-
ered when developing new methods for
labelling proteins. Quantitative and physio-
logical imaging requires that cells and sub-
cellular structures are loaded with amounts of
fluorescence labelled proteins that elicit only a

demonstrates the benefits of the FlAsH/ReAsH
technique for studying protein ageing over any
time frame, which is highly versatile compared
with the green-to-red shifting E5 protein that
matures in a fixed time frame.

Among the other potential applications of
these fluorophores, new derivatives can be
synthesized to incorporate other functionali-
ties, such as photosensitizing groups, into
recombinant proteins. In addition to its role
in fluorescence labelling, a recent study of the
synaptic vesicle protein synaptotagmin in
Drosophila melanogaster neuronal synapses
demonstrated that FlAsH itself is useful for
the fluorophore-assisted light inactivation
(FALI) of recombinant proteins40.

More recently, there has been a report of a
second technique that uses the enzymatic
activity of human O6-alkylguanine-DNA
alkyltransferase (hAGT). hAGT irreversibly
transfers the substrate alkyl group (an O6-
benzylguanine (BG) derivative) to one of its
cysteine residues36. The mutant W160hAGT
demonstrates increased activity against BG
derivatives. Following the expression of a
chimeric fusion of W160hAGT and a protein of
interest, a membrane-permeable derivative of
BG containing fluorescein, BGFL (O6-benzyl-
guanine fluorescein), is added. Once inside
the cells, BGFL is acted on by the W160hAGT-
containing protein, which leads to specific
substrate labelling with fluorescein (FIGS 1f

and 3D). Although this method seems to pro-
duce reliable labelling, there are two draw-
backs. First, hAGT, at 207 amino acids in
length, might be too large a fusion tag for
many applications. Second, experiments on
mammalian cells would need to be performed
using AGT-deficient cell lines to avoid labelling
of the endogenous AGT.

Other approaches have used the selective
binding of a chemical ligand to its receptor
protein to study pH regulation in different
compartments along the secretory pathway41,42.
For example, synthesized membrane-perm-
eable conjugates of a hapten and fluorescent
pH probes were trapped by a single-chain
antibody that had been expressed in the
lumen of the organelles41. In another
approach, biotin conjugates of fluorescent
pH probes were targeted to the secretory com-
partments by the localized expression of
chicken avidin42, which binds biotin tightly.
However, further development of these chemi-
cal probes that are genetically targetable will
need the exchange of more information and
ideas between chemists and biologists.

Labelling with quantum dots
In addition to small organic fluorophores,
semiconductor nanocrystals (quantum dots)
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The discovery and development of fluorescent
proteins from marine organisms are revolu-
tionizing the study of cell behaviour by pro-
viding convenient markers for gene expression
and protein targeting in intact cells and organ-
isms (see also the review on page S1 of this
supplement)1,2. The most widely used of these
fluorescent proteins — green fluorescent pro-
tein (GFP) from the jellyfish Aequorea victoria3

— can be attached to virtually any protein
of interest and still fold into a fluorescent

molecule. The resulting GFP chimaera can be
used to localize previously uncharacterized
proteins4 or to visualize and track known
proteins to further understand cellular events5.

The use of GFP as a minimally invasive
tool for studying protein dynamics and func-
tion has been stimulated by the engineering
of mutant GFPs with improved brightness,
photostability and expression properties2,6,7.
Cells that express proteins tagged with these
GFPs can be imaged with low light intensities

over many hours and so can provide useful
information about changes in the steady-state
distribution of a protein over time. Time-
lapse imaging alone, however, cannot reveal a
protein’s kinetic properties (for example,
whether it is freely diffusing, bound to an
immobile scaffold, or undergoing binding
with and dissociation from other compo-
nents). Yet, it is these kinetic properties that
are arguably of most interest, as they underlie
protein function within cells.

In this review, we discuss two techniques —
photobleaching and photoactivation — that,
when combined with time-lapse imaging, can
uncover the kinetic properties of a protein
by making its movement observable2,7–11.
Photobleaching — the photo-induced alter-
ation of a fluorophore that extinguishes its
fluorescence — accomplishes this through flu-
orescence depletion within a selected region.
Photoactivation, on the other hand, works by
converting molecules to a fluorescent state
by using a brief pulse of high-intensity irradia-
tion. After fluorescently highlighting specific
populations of molecules by either method,
the fluorescent molecules can be followed as
they re-equilibrate in the cell. The extent and
rate at which this occurs can be quantified and
used with computer-modelling approaches to
describe the kinetic parameters of a protein.

Photobleaching and photoactivation:
following protein dynamics in living cells
Jennifer Lippincott-Schwartz, Nihal Altan-Bonnet and George H. Patterson

Cell biology is being transformed by the use of fluorescent proteins as fusion
tags to track protein behaviour in living cells. Here, we discuss the techniques
of photobleaching and photoactivation, which can reveal the location and
movement of proteins. Widespread applications of these fluorescent-based
methods are revealing new aspects of protein dynamics and the biological
processes that they regulate.
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Photobleaching techniques
Fluorescence recovery after photobleaching.
Developed over two decades ago to study
the diffusive properties of molecules in 
living cells12–17, fluorescence recovery after
photobleaching (FRAP) has experienced a
resurgence due to the introduction of GFP
and the development of commercially avail-
able confocal-microscope-based photo-
bleaching methods8,11,18. In this technique, a
region of interest is selectively photo-
bleached with a high-intensity laser and the
recovery that occurs as molecules move 
into the bleached region is monitored over
time with low-intensity laser light (FIG. 1a).
Depending on the protein studied, fluores-
cence recovery can result from protein 
diffusion, binding/dissociation or transport
processes.

Analysis of fluorescence recovery can be
used to determine the kinetic parameters of
a protein, including its diffusion constant,
mobile fraction, transport rate or binding/
dissociation rate from other proteins. In
experiments in which the protein of interest
moves freely, the fluorescence will recover to
the initial prebleach value and the shape of
the recovery curve can be described mathe-
matically with a single component recovery
(FIG. 1b, single)19–22. Determining the effec-
tive diffusion coefficient (D

eff
) and mobile

fraction (M
f
) of a protein from such data is

relatively straightforward, given the previ-
ous analysis of FRAP kinetics12 (for several
recent reviews, see REFS 8,11,18,23). If the
shape of the curve is complex (that is,
it requires a multi-component diffusion
equation20,24,25), then multiple populations
of the molecule with differing diffusion
rates are present (FIG. 1b, complex). This can
occur when a molecule undergoes binding
and release from intracellular components
or exists as a monomer and multimeric
forms10. Alternatively, the protein might not
be diffusing but might be undergoing
movement driven by molecular motors or
membrane tension flow. A simple test for
determining whether a fluorescent protein
moves by diffusive movement or facilitated
transport is to vary the size of the bleached
area or beam radius, ω. The recovery will
change with an ω 2 dependence for diffusive
movement only26. Accurate analysis of
FRAP data requires that the bleach event 
is much shorter than the recovery time 
and preferably as short as possible.
Moreover, the recovery event must be 
monitored until a recovery plateau is
achieved, which is much greater than the
half-time for recovery. See TABLE 1 for other
FRAP considerations.
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Figure 1 | Fluorescence recovery after photobleaching. a | A cell expressing fluorescent molecules
is imaged with low light levels before and after photobleaching the strip outlined in red. Recovery of
fluorescent molecules from the surrounding area into the photobleached region is monitored over time.
Analysis usually includes compensation for the reduction in whole-cell fluorescence (depicted in the
bottom cartoons). b | Fluorescence recovery into the photobleached region can be quantified in a
fluorescence recovery after photobleaching (FRAP) curve. These plots depict the recovery for a single
species (simulated by a single exponential curve shown in yellow circles) or the kinetics for two equal
populations recovering at two different rates (simulated by a double exponential curve shown in orange
circles). Note that the kinetics for recovery of the latter takes much longer to plateau. c | The level of
fluorescence recovery in the photobleached region reveals the mobile and immobile fractions of the
fluorophore in the cell (see main text for details). d | A simple test for photo-induced immobile fractions 
is to perform a second FRAP experiment in the same region of interest. In the example here, the mobile
fraction of the initial FRAP experiment is ~70%. The level of recovery can be determined by normalizing
the fluorescent signal in the region and repeating the FRAP experiment. In the absence of photodamage,
full recovery should be observed.
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highlighted and followed over time. Using cyan
fluorescent protein (CFP)- and yellow fluores-
cent protein (YFP)-tagged β-actin, monomer
versus filamentous actin dynamicswas demon-
strated38, and actin transport was monitored
during cell protrusion39. In another study, CFP-
and YFP-tagged histone H2B molecules were
co-expressed in cells undergoing mitosis40.
After one pool of the YFP-containing H2B
molecules was photobleached, the movement
of the non-photobleached pool was used to
monitor chromosome positions throughout
the cell cycle.

Fluorescence loss in photobleaching. Com-
plementary to the photobleaching techniques
discussed earlier, the continuity of a cell com-
partment can be monitored using a technique
called fluorescence loss in photobleaching
(FLIP) (FIG. 2b). In a FLIP experiment, a fluo-
rescent cell is repeatedly photobleached with-
in a small region while the whole cell is
repeatedly imaged. Any regions of the cell that
are connected to the area being bleached will
gradually lose fluorescence due to lateral

Performing FRAP. Until recently, carrying out
FRAP required custom-built systems to per-
form the measurements. Development of
FRAP methods for use on the laser-scanning
confocal microscope has made this technique
widely available. Images on the confocal
microscope are obtained by scanning a
focused laser beam across the specimen and
recording the emitted fluorescence through a
pinhole that is situated in front of the light
detector. One way to photobleach using this
system is to define a region-of-interest at the
highest possible ZOOM, set the laser power 
to maximum, and set the laser ATTENUATION to
zero. The high zoom increases the dwell time
of the laser on the bleached region per line
scan (laser intensity increases proportionally
to the square of the zoom factor), which
therefore greatly increases the radiation per
area. But a more advanced method is to use
an acousto-optical tunable filter (AOTF; avail-
able on more recent commercially available
confocal microscopes), which allows rapid
(microsecond to millisecond) attenuation of
the laser as it scans a field. By allowing rapid
switching between the bleaching and normal
beam, the AOTF allows accurate measure-
ments of diffusion rates in defined areas.

Use of an AOTF also enables users to
photobleach virtually any pattern or shape.
This allows FRAP studies to be done on
organelles of complex shapes, allowing the
lateral mobility of organelle-specific mem-
brane and lumenal proteins to be investigated.
Selective photobleaching on a confocal micro-
scope also provides a method for analysing
aspects of protein dynamics other than diffu-
sion (including assembly/disassembly of pro-
tein complexes in cells, the exchange of
cytosolic proteins on and off organelles, and
the lifetime and fate of membrane-bound
transport intermediates27–30 (FIG. 2a). This type
of analysis often requires measuring the fluo-
rescence signal of GFP in a specific structure or
area, to compare it with fluorescent intensities
of other structures or areas. Once the quanti-
ties of fluorescent molecules in different sites or
states are known, computer modelling can
then be used to determine the parameter
values (that is, the rate constants for binding
interactions and exchange times) of the
processes of interest10. Recent applications in
which kinetic modelling has been used suc-
cessfully include analysing the dynamics of
nuclear proteins31–35, protein transport
through membrane trafficking pathways27,36,37

and membrane coat protein dynamics30.

Inverse FRAP. Inverse FRAP (iFRAP) is per-
formed as a normal FRAP experiment with
the exception that the molecules outside a

region of interest are photobleached and the
loss of fluorescence from the non-photo-
bleached region is monitored over time. As
opposed to the rate of recovery studied using
a FRAP experiment, iFRAP offers a way to
monitor the rate of movement out of a
region. For example, iFRAP was used to
monitor the dissociation kinetics of GFP-
tagged RNA polymerase I components from
sites of rRNA transcription34. Because this
method indirectly highlights a pool of mole-
cules by decreasing the background fluores-
cence, it has also been used to follow Golgi to
plasma membrane transport carriers as they
moved from the Golgi and fused with the
plasma membrane27,37 (FIG. 2c).

Fluorescence localization after photobleaching.
Fluorescence localization after photobleach-
ing (FLAP)38 also indirectly highlights a pool
of molecules. For a FLAP experiment, the
same protein-of-interest is tagged with two
different fluorophores that co-localize when
expressed in cells. By photobleaching one of
these fluorophores, a selected pool can be
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Table 1 | FRAP considerations 

Problem Potential explanations References

Lack of recovery Possible explanations include: an immobile fraction of 8
or partial recovery unbleached molecules in the cytoplasm that could not diffuse
after photobleach into the bleached region; an immobile fraction of molecules 

in the bleached area that was unable to exchange with the 
incoming unbleached molecules; or the bleached area is 
not continuous with the rest of the cell (for example, 
a separate membrane compartment).

Reversible The excitation might cause the GFP molecule to flicker or to 86
photobleaching be sequestered in a triplet state. Both of these situations can 
of GFP result in the recovery of fluorescence (in milliseconds to 

several seconds) of the GFP molecule in the absence of 
diffusion. To control for any reversible photobleaching of 
the GFP in a FRAP experiment, the FRAP conditions should 
be repeated in fixed samples in which no recovery of 
fluorescence should be expected. Or, alternatively, the bleach
spot size could be varied and the changes in the timescale of
recovery could be confirmed.

Non-diffusive Measurements in FRAP studies are often complicated by the 10,30
behaviour binding and dissociation of fluorescent molecules to and from

intracellular components. This is usually reflected in the FRAP
curves by longer recovery times, by an incomplete recovery 
(an immobile fraction) or by the presence of several slopes 
(indicating several recovery processes over different timescales).
Kinetic modelling methods, along with computer simulations, 
have been useful tools to dissect and analyse the recovery 
curves obtained by FRAP. A kinetic model is characterized 
by biophysical parameters, such as binding and release rate 
constants, diffusion constants, flow rates and residence 
times. The model can be simulated on the computer for 
different parameter values.  Once the parameters that best 
fit the experimental data have been determined, the 
predictions of the model can be tested experimentally.

D values of the same A potential explanation is damage to the photobleached area. 87
ROI in the same cell Decreasing the bleach time, acquisition time or the excitation
in two consecutive beam intensity during the recovery period could avoid  
experiments damaging the cell.  Using YFP rather than GFP or CFP will 
are different also make it easier to photobleach.

CFP, cyan fluorescent protein; FRAP, fluorescence recovery after photobleaching; GFP, green fluorescent protein;
ROI, region of interest; YFP, yellow fluorescent protein.
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yeast showed that it continuously binds to and
dissociates from a plasma-membrane-localized
scaffold molecule, Ste5.After being activated at
the plasma membrane when bound to Ste5,
Fus3 rapidly relocates to the nucleus by diffu-
sion. The spatial localization of Fus3 activation
and its dynamics at the plasma membrane are
thought to help control and amplify MAPK
signalling. A second example from yeast is the
behaviour of septins — small GTPases that
recruit proteins to form a ring at the cleavage
site during cell division. Using FRAP, GFP-
tagged septins in yeast were shown to be
mobile during most of the cell cycle but then
to become immobilized at the cleavage site at
the time of budding48. This leads to the
recruitment of other proteins to this site,
and thereby creates a diffusion barrier
between mother and daughter cells49. So, by
changing between mobile and immobile
states, septins help to control the temporal
and spatial regulation of cytokinesis.

Protein dynamics in the nucleus. FRAP
measurements of GFP-labelled nuclear pro-
teins have revealed that many compartments
in the nucleus — including nucleoli, Cajal
bodies and splicing-factor compartments —
are not stable entities but are steady-state
assemblies of proteins that undergo continu-
ous association and dissociation31–35. The diffu-
sion of proteins (including HMG17, SF2/ASF,
fibrillarin, coilin and TBP) and the U7 small
nuclear RNA (snRNA) in these subnuclear
compartments are significantly lower 
(D

eff
between 0.24–0.53 µm2 sec–1) than

reported for freely diffusing peptides, GFP
molecules or fluorescently labelled dextrans
(≥2 µm2 sec–1)46,50. This indicates that exchange
into and out of subnuclear compartments is
the rate-limiting factor for the movement of
these proteins and snRNA within the nucleus.
In addition to providing insights into the
dynamics of subnuclear structures, FRAP
studies of the nucleus have revealed the
kinetics of the binding of transcription-factor
machinery to DNA promoters51,52, the intra-
nuclear mobility of messenger RNA53 and the
geography of chromosomes40,54.

Intra- and inter-organelle dynamics. The
micro-environment within organelles and the
exchange of components between organelles
have also been probed using FRAP. One
example is the mitochondrial matrix, which
has traditionally been thought of as too dense
to allow the rapid movement of its compo-
nents. However, FRAP measurements of the
GFP-tagged matrix enzyme cytochrome
oxidase c revealed that this small enzyme
diffuses extremely rapidly in mitochondria55.

cellular compartments and their components,
and are illuminating regulatory features of
signalling and transport pathways.

Protein dynamics in the cytoplasm. The cyto-
plasm contains numerous macromolecular
assemblies and cytoskeletal elements
(including microtubules, actin and interme-
diate filaments). Yet, it has only recently
become clear from FRAP studies that small
molecules can rapidly diffuse through this
system and bind reversibly to dynamic scaf-
folds. Such studies have shown that molecules
up to 200 kDa undergo unhindered diffusion
through the cytoplasm with D

eff
values several

times lower than those found in water43,44.
By contrast, larger molecules (>200 kDa) or
macromolecular complexes have impeded
diffusion, presumably due to the extensive
cytoskeletal meshwork of cells44–46.

These diffusional properties have recently
been shown to participate in the spatial organi-
zation and activity of signalling pathways. One
example is the mitogen-activated protein
kinase (MAPK) pathway. FRAP studies47 that
examined the dynamics of the MAPK Fus3 in

movement of mobile proteins into this area.
By contrast, the fluorescence in unconnected
regions will not be affected. In addition to
assessing continuity between areas of the cell,
FLIP can be used to assess whether a protein
moves uniformly across a particular cell com-
partment or undergoes interactions that
impede its motion28,36,41. Furthermore, it can
be used to reveal faint fluorescence in uncon-
nected compartments that normally cannot
be seen against the bright fluorescence that
arises in other parts of the cell42.

Photobleaching applications
Photobleaching techniques that are applied
to live-cell imaging are transforming our
understanding of cellular organization and
dynamics. For the first time, the mobility of
diverse molecules in the cytoplasm, nucleus,
organelle lumens and membranes of living
cells can be measured, and the viscosity of
these environments analysed. Moreover, resi-
dent components of organelles, once thought
to be stable, have been shown to continuously
enter and exit these structures. These findings
are defining the biophysical characteristics of
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Figure 2 | Photobleaching of GFP-tagged proteins to monitor dynamics. a | The Golgi complex (blue
outline) was photobleached in a cell expressing galtase–GFP (green fluorescent protein) in the presence of
cycloheximide and the recovery was monitored over time (post-bleach image = time 0). The observed
recovery indicated galtase–GFP resident in the Golgi undergoes continuous exchange with non-Golgi pools
(such as those in the endoplasmic reticulum) during its lifetime. b |  Fluorescence loss in photobleaching
(FLIP) of galtase–GFP in interphase and mitotic cells. A boxed area spanning an interphase and a
metaphase cell was repetitively photobleached with high-intensity laser light over time. After each
photobleach, an image of the entire field was scanned with low-intensity laser light. The number of bleach
cycles is indicated in each panel. Note that in a metaphase cell, unlike in interphase, the galtase–GFP
fluorescence is rapidly lost after 14 cycles of photobleaching (see Movie 1 online). This indicates that it is in a
continuous compartment in which it can rapidly diffuse. Images in b are reproduced from REF. 36 © (1999)
Elsevier Science. c | Dimly fluorescent structures can be visualized using inverse fluorescence recovery after
photobleaching (iFRAP). The transport of vesicular stomatitis virus G protein (VSV-G–GFP) in membrane-
bound carriers from the Golgi to the plasma membrane was visualized by photobleaching a region of
interest, which included the whole cell except the Golgi complex. After the photobleach, the export of 
GFP-tagged VSV-G–GFP from the Golgi complex could be imaged with low laser light (arrows) (see Movie 2
online). The images in a and c are reproduced with permission from Lippincott-Schwartz, J. et al.
Histochem. Cell Biol. 116, 97–107 © (2001) Springer-Verlag.
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identity of which depends on continuous
protein exchange with the cytoplasm and
ongoing membrane input/output pathways.

Finally, photobleaching techniques have
provided a powerful method for highlighting
transport intermediates as they move along
specific membrane-trafficking pathways27,37,69,70

(FIG. 2b) and for analysing the dynamics of
the protein-trafficking machinery29,30,40,71.
Studies of GFP-tagged components of
membrane-trafficking machinery that sorts
cargo into membrane-bound transport
intermediates have shown that they undergo
continuous binding to and dissociation from
membranes irrespective of vesicle budding.

By contrast, components of the large macro-
molecular assemblies that comprise the fatty
acid β-oxidation pathway were immobilized,
presumably through associations with the
inner mitochondrial membrane56. Based on
these findings, it is thought that the clus-
tered assemblies of proteins that are immo-
bilized in the mitochondrial matrix provide
a surface on which highly mobile substrates
and enzymes can interact55,56.

FRAP has also unveiled important charac-
teristics of the ER lumen, which is enriched in
molecules that are involved in protein biogen-
esis, folding and assembly. Under normal
conditions, small soluble proteins can diffuse
rapidly throughout the ER lumen with access
to all areas42,57. However, under conditions of
cell stress — such as heat shock, change in
osmolarity, calcium depletion, a glycosyla-
tion block or the production of unfolded
proteins42,58–60 — there are marked changes in
the mobility of proteins and lumenal conti-
nuity. So, the ER lumen is not a stable envi-
ronment, but undergoes significant global
changes in response to cell stress, which could
affect its numerous cellular roles.

FRAP techniques have been crucial for
characterizing the mobility of GFP-tagged
proteins that are embedded in organelle
bilayers. The measured D

eff
for many trans-

membrane proteins localized in the ER, Golgi
apparatus or plasma membrane have values
ranging from 0.2 to 0.5 µm2 sec–1 with little or
no immobile fractions41,42,61. This indicates
that these proteins have unhindered lateral
mobility in the membranes of these com-
partments. By contrast, large assemblies of
membrane proteins in the ER (for example,
translocons, TAP transporters and nuclear
pores) or plasma-membrane proteins inter-
acting with the extracellular matrix or cortical
cytoskeletal elements, diffuse more slowly or
have large immobile fractions25,60,62–65. Studies
of the diffusion properties of these molecules
have important implications for understand-
ing how proteins are retained in different
membrane-bound compartments, and what
mechanisms coordinate the processing and
transport functions of membranes. For
instance, alterations in TAP1–GFP D

eff
under

different peptide loads have provided evidence
of TAP-complex conformational changes and
interactions with class I major histocompat-
ibility complex (MHC) molecules during
peptide translocation25,66. Additionally, FRAP
experiments performed on the lamin-B
receptor at various points during the cell cycle
show that although the receptor is immobile
in the nuclear envelope during interphase, it
disperses to the endoplasmic reticulum (ER)
and is completely mobile during mitosis67.

Organelles of the secretory pathway,
including the Golgi apparatus, have tradition-
ally been thought to contain relatively stable
resident components. But recent studies
using FRAP techniques have revealed that
membrane-bound and peripherally associated
Golgi-resident proteins associate only 
transiently with this organelle68. Whereas
transmembrane enzymes can reside in the
Golgi for up to 1–2 hours before recycling to
the ER, peripherally associated coat and matrix
proteins on the Golgi exchange with the
soluble pools in the cytoplasm every 30–60
seconds. These results indicate that the Golgi
apparatus is a highly dynamic organelle, the
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Figure 3 | Photoactivation of fluorescent proteins. a | Before photoactivation, cells expressing photo-
activatable proteins display little fluorescence in the spectral region that is used for detecting enhanced
fluorescence. After photoactivation of a selected region (indicated in red), an increase in fluorescence is
observed. By directly highlighting specific populations of molecules, such as the nuclear pool of the
fluorophore, the movement from this region throughout the cell can be monitored. b | Alternatively, the entire
cell can be photoactivated and the fate of the fluorescence followed over time. Because newly synthesized
proteins are not detected nor photoactivated during the imaging experiment, photoactivatable fluorescent
proteins circumvent this possible artefact and might allow the fate of fluorescently tagged proteins to be
monitored by ‘optical pulse labelling’. c | Photoactivation of a single cell or population of cells can be
used to monitor cell lineage within a developing organism.
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lineage or movement in a developing organism
can be monitored by imaging the fluorescence
dispersion after photoactivation of a single
cell or subpopulation of cells81 (FIG. 3c). So,
these proteins have remarkable promise to
complement and extend the range of present
fluorescent-protein imaging applications.

Concluding remarks 
The battery of fluorescent proteins and
imaging tools that allow us to monitor protein
dynamics in living cells continue to provide
numerous new insights into the behaviour of
proteins, organelles and cells. In so doing, they
have ushered in a new era of cell biology in
which kinetic microscopy methods can be
used to decipher pathways and mechanisms of
biological processes. The microscopy tech-
niques of photobleaching and photoactivation
are perhaps the most versatile and widely used
of these methods. Their ability to alter the fluo-
rescence steady state without perturbing
protein dynamics offers unprecedented oppor-
tunities for obtaining quantitative information
about protein concentrations, diffusion rates,
binding kinetics and protein lifetimes in single
live cells, which have been indiscernible using
traditional biochemical approaches. Such
information is paramount to understanding
how biological processes unfold, are regulated
and interact in the living cell.

Looking to the future, photobleaching and
photoactivation will almost certainly continue
to provide important new results as their
applications are extended by the development
of newer instruments that push the limits of
temporal and spatial detection, and by the dis-
covery of brighter and differently coloured
fluorescent proteins. For example, FRAP can
be combined with other microscopic imag-
ing approaches, including two-photon
microscopy84, (see MULTI-PHOTON MICROSCOPY) or
TOTAL INTERNAL REFLECTION microscopy85, to study
events at specific sites in the cell. And, photo-
bleaching or photoactivation can be combined
with fluorescence energy-transfer techniques2,8

to study protein interactions with greater pre-
cision. These advances will continue to require
computational approaches to comprehend the
plethora of quantitative experimental data10,
as well as new database tools for the analysis of
specific models and their relationship to other
more complex models.
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Anemonia sulcata — gives a 30-fold increase
in red fluorescence after photoactivation81.

All of these molecules share the common
characteristic of displaying low levels of fluo-
rescence before photoactivation and higher
levels after photoactivation. In a typical experi-
ment, a cell or organism that is expressing the
photoactivatable fluorescent protein is imaged
at one wavelength prior to, and at various
intervals after, photoactivation of a selected
region with a different wavelength. However,
the properties of each protein, including the
wavelengths used for imaging and photoacti-
vation, offer distinct advantages and disadvan-
tages. For example, PA-GFP and Kaede both
require ~400 nm light for photoactivation,
whereas KFP1 uses green light (532 nm),
which is probably better for use with living
cells. Kaede displays a remarkable 2,000-fold
increase in its red-to-green fluorescence ratio,
but the use of both the red and green fluores-
cence bands could make multilabel experi-
ments problematic. On the other hand, the
green fluorescence of Kaede is bright enough
to visualize the localization of the non-
photoactivated proteins easily, whereas visual-
izing PA-GFP and KFP1 is more problematic
due to their low fluorescence before photo-
activation. The self-association properties of
Kaede and KFP1 into tetrameric forms limit
their usefulness as protein fusion tags because
tetramerization might perturb parent protein
localization and trafficking. The recent 
engineering of the DsRed protein into a
monomeric form82 is encouraging for the
possibility of the eventual disruption of Kaede
and KFP1 into monomers. Variants that are
derived from A. victoria, such as PA-GFP, self-
associate to a lesser degree, and even those
interactions can be disrupted by one of three
further point mutations83. Because of this,
PA-GFP can be used as a reliable tag for creat-
ing fluorescent reporter molecules.

The ability to ‘switch on’ the fluorescence
of the photoactivatable proteins makes them
excellent tools for exploring protein behav-
iour in living cells. As the fluorescence of these
proteins comes only after photoactivation,
newly synthesized non-photoactivated pools
are unobserved and do not complicate experi-
mental results (FIG. 3a). This signal indepen-
dence from new protein synthesis could allow
the study of protein degradation of tagged
molecules by ‘optical pulse labelling’ and
monitoring of the fluorescence over time
(FIG. 3b). Photoactivation of these proteins is
generally rapid and gives stable fluorescence
signals. Therefore, they can be used to exam-
ine various kinetic properties of tagged pro-
teins, such as their D

eff
, M

f
, compartmental

residency time and exchange. Lastly, cell 

These include COPII (Sec23/Sec24 and
Sec13/ 31 heterodimers assembled onto ER
membranes with the small GTPase, Sar1),
COPI (a heptameric cytosolic protein com-
plex recruited to Golgi membranes), Arf1 (a
small GTPase) and clathrin (a major struc-
tural constituent forming the lattice around
clathrin-coated vesicles). Whether this
exchange represents a ‘proof-reading’ mech-
anism for ensuring proper loading of coated
vesicles, or is necessary for lateral membrane
differentiation into pleiomorphic transport
intermediates72, remains to be investigated.
In either case, the kinetics of this exchange
have major implications for models of coat
protein function and of the GTP binding
and hydrolysis cycles of Arf1 and Sar1.

Photoactivation
Photoactivation is the photo-induced activa-
tion of an inert molecule to an active state. It
is generally associated with the ultraviolet-
light-induced release of a caging group from
a ‘caged’ compound. Photoactivation of
CAGED COMPOUNDS in the study of living cells
is reviewed elsewhere73, so our discussion is
limited to recent advances in the develop-
ment of genetically encoded photoactivatable
fluorescent proteins.

Included in the development and discov-
ery of new fluorescent protein variants2,6,7

(see also the review on page S1 of this 
supplement) were attempts to produce
photoactivatable fluorescent proteins. These
studies yielded several molecules or tech-
niques for optically highlighting proteins, but
each had drawbacks for use in living cells,
such as modest activation74,75, low stability76 or
a requirement for low oxygen conditions77,78.
Recently, three photoactivatable fluorescent
proteins — photoactivatable GFP (PA-GFP)79,
Kaede80 and kindling fluorescent protein 1
(KFP1)81 — have been reported that offer
improvements over the earlier versions.

The PA-GFP79 was developed with the aim
of optimizing the photoconversion properties
of Aequorea victoria wtGFP74, which produces
only a ~threefold increase in fluorescence
under 488 nm excitation. Mutation of threo-
nine 203 to histidine in wtGFP to produce
PA-GFP decreases the initial absorbance in
the minor peak region (~475 nm) and leads
to ~100-fold increase after photoactivation79.
Alternatively, for the Kaede protein, isolated
from Trachyphyllia geoffroyi, photoactiva-
tion results in a 2,000-fold increase in its
red-to-green fluorescence ratio80. Finally,
KFP1 — an A148G mutant (where A is ala-
nine and G is glycine) of asFP595 (asCP,
where ‘FP’ is fluorescent protein and ‘CP’ is
chromoprotein) from the sea anemone,
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Following the advent of indirect immuno-
fluorescence during the 1960s, fluorescence
microscopy has become an indispensable tool
for localizing proteins in fixed specimens, and
it often complements in vitro analyses of mol-
ecular mechanisms. The recent availability of
a wealth of new vital markers for fluorescence
microscopy1 also allows defined molecular
species to be conveniently labelled and, there-
fore, molecular assays to be carried out in live
cells. In particular, green fluorescent protein
(GFP) can be used to visualize virtually any
protein in live cells2, and a large number of
GFP variants are now available, which have
different spectral properties3 and allow
simultaneous detection of multiple tagged
proteins4 (see also the review on page S1 of
this supplement).

When highly dynamic and spatially com-
plex structures, such as live cells and organisms,
are imaged, a more complete representation is
achieved by recording the data in three spatial
dimensions over time (four-dimensional
(4D) imaging)5–10. This generates complex
data, typically consisting of thousands of indi-
vidual image slices, which can occupy several
gigabytes of storage space per experiment.

Such data require dedicated computational
tools for their quantitative analysis. Here,
we review typical 4D acquisition systems,
important considerations for 4D experi-
ments, and image-processing procedures for
visualization and quantitation; in addition,
we highlight the applications of this emerging
approach in cell biology.

Acquiring 4D sequences
General considerations for 4D imaging. The
fundamental consideration for any 4D live-cell
imaging device is to keep the specimen alive
during the acquisition of 100–10,000 images
over a long period. A suitable and stable
environment has to be provided, ensuring a
constant temperature and a stably buffered
culture medium. After this, the other signifi-
cant concern in 4D imaging is the limited
number of photons available to acquire fluo-
rescence images from each cell. This is due to
the limited number of fluorescent molecules
that can be introduced into a cell at physio-
logical concentrations and the limited photon
yield before oxidation — which terminates
fluorescence — for each fluorophore.
Excessive illumination will lead to loss of

signal by photobleaching and is toxic for cells
(see PHOTOTOXICITY). Therefore, excitation light
is typically kept to a minimum in 4D experi-
ments, which frequently results in a subop-
timal signal-to-noise ratio and a lower spatial
resolution when compared with images of
fixed specimens. So, for each biological
application, it is crucial to find a suitable
compromise between sufficient, but not
toxic, illumination, spatial resolution in the
x, y and z axes, temporal resolution and the
signal-to-noise ratio, so that the maximum
number of acceptable images can be acquired
before the specimen is completely photo-
bleached or damaged. In some cases, a single z
slice (2D time-lapse recording) can yield the
best results —  for example, when the struc-
ture of interest is flat and when there are no
marked deformations along the z axis during
the experiment. In this case, the lower number
of frames in 2D time-lapse imaging would
yield a better signal-to-noise ratio and a
better time resolution, making it favourable
to 4D imaging. Furthermore, when imaging
dynamic processes in 4D, each of these para-
meters might change during the experiment
and should be adjusted interactively.

A good illustration of this is 4D imaging of
chromosome dynamics in mitotic cells (FIG. 1).
For such an experiment, the time lapse would
need to be shortened during more dynamic
phases, such as congression — the rapid
movement of chromosomes to the spindle
equator in prometaphase — and then pro-
longed during the stable metaphase orienta-
tion. The number of z slices necessary is low in
prophase, when the cell is still flatly attached to
the substrate, and is increased when it rounds
up in metaphase (see the side view in FIG. 1d,e).
In addition, 4D experiments often run for
hours or days to record a biological process
such as one cell cycle. Therefore, automatic 4D
recording with application protocols on 
4D microscopes that can autofocus, track cell
movements and revisit multiple-stage loca-
tions to follow several cells in parallel can
markedly increase throughput and repro-
ducibility of 4D imaging.

Fluorescence microscopes for 4D imaging. The
main difference to conventional epifluores-
cence microscopy is that 4D imaging requires
rapid and reproducible sectioning along the
optical axis (z axis). Ideally, the acquisition
time for each z stack should be small com-
pared with the time lapse between the
acquisition of individual stacks to avoid
movements within each 3D data set. In
addition, the z positions have to be highly
reproducible over time, through many stacks,
to avoid drifts. Z stepping (the movement

4D imaging to assay complex dynamics
in live specimens
Daniel Gerlich and Jan Ellenberg

A full understanding of cellular dynamics is often difficult to obtain from
time-lapse microscopy of single optical sections. New microscopes and
image-processing software are now making it possible to rapidly record
three-dimensional images over time. This four-dimensional imaging allows
precise quantitative analysis and enhances visual exploration of data by
allowing cellular structures to be interactively displayed from many angles. 
It has become a key tool for understanding the complex organization of 
biological processes in live specimens.
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high laser intensity, undesired background
fluorescence can be removed13,14. This tech-
nique works only when the marker is bound
stably to the structure of interest over 
the time course of the experiment, so that 
equilibration with the bleached region 
is prevented.

from one optical section to the next) is
achieved by either moving the specimen with
a z-scanning stage, or by moving the micro-
scope objective with a high-precision motor
(piezo-stepper). To use the limited number
of photons most efficiently, it is crucial to
maximize efficiency of light collection and
the sensitivity on 4D-imaging systems. This
means that all optical components should be
optimized to transmit the emission wave-
lengths of the desired fluorophores. Another
important aspect of 4D imaging is the reso-
lution along the z axis, which, in light
microscopes, is about threefold lower than
resolution along the x and y axes; this causes
anisotropy in the recorded 3D image. Two
alternative microscopy techniques are rou-
tinely used for the acquisition of 4D images
with optimized z resolution. First, widefield
fluorescence deconvolution microscopes
homogeneously illuminate the whole speci-
men and grab the entire image simultane-
ously on a charge-coupled device (CCD)
camera. Image stacks are then processed
using iterative algorithms that assign out-of-
focus light back to the fluorescent object it
came from in the correct focal plane. In this
manner, deconvolution can yield high-reso-
lution 3D information from widefield
images9,11. By contrast, confocal laser-scan-
ning microscopes excite the fluorophore by
moving a focused laser beam line-by-line
over the specimen and record each image
pixel sequentially on a point detector —  the
photomultiplier tube. A confocal aperture in
front of the detector rejects out-of-focus
light before it reaches the detector and con-
focal stacks therefore immediately yield 3D
images with good axial resolution12.
Deconvolution and confocal microscopes
both have their specific advantages and dis-
advantages, which depend on the specific
biological application (TABLE 1).

Revealing hidden structure 
GFP-fusion proteins are commonly used as
markers to highlight cellular structures.
However, in the steady-state situation of a
live cell, proteins are generally not restricted
entirely to their target compartment (for
example, the kinetochore, a protein complex
that mediates binding of microtubules to
chromosomes during mitosis) but a signifi-
cant fraction can be present as an unbound
pool (for example, in the cytoplasm)13. This
might result in a diffuse background that can
entirely mask the structure of interest.
Alternatively, the same protein that marks a
small structure of interest, such as a vesicle,
can also localize predominantly to larger
structures such as the Golgi apparatus,

which would obscure the vesicle with its
bright signal14. In both situations, the unde-
sired signal can be removed specifically before
the start of a time-lapse experiment on a
confocal microscope by using a technique that
is referred to as selective photobleaching15.
By exposing selected sample regions to very
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Figure 1 | Acquisition and processing of four-dimensional image data. a | Schematic of 4D image
acquisition. A normal rat kidney (NRK) cell, which is expressing histone 2B (H2B) tagged with cyan-
fluorescent protein (CFP) to allow visualization of chromatin, was imaged during mitosis. Selected stacks
are shown at prophase, prometaphase and metaphase (from left to right). The original 4D image size was
512*512*18*36*3*12 (x, y, z, time, channels, bit depth; size units are in pixels), which corresponds to 764
megabytes and 1944 slices. b | The gallery shows a subset (8%) of all of the image slices from a. Raw
images are filtered by using anisotropic-diffusion filtering to selectively remove background noise without
degrading the image. c | Maximum and mean intensity projections of filtered image stacks from a. d | Volume
rendering from different viewing angles. Rendering was performed on stacks with 72 z-slices, which were
interpolated from the 18 z-slices of the original stacks. e | Rendered surface reconstructions. For animated
display, see Movie 1 online.

Time

Projection

Maximum intensity Mean intensity
c

b

a

Raw image Filtered

z

Time

x

y

z

Time

Time

Time

Volume rendering

Top view Side view

d

x

y

z

Timex

y

z

Timex

y

z

Timex

y

z

Surface reconstruction

Top view Side view

e



S16 |  SEPTEMBER 2003 www.nature.com/focus/cellbioimaging

R E V I E W S

bias quantification of 4D images need to be
considered. A first step in 4D image analysis is
the removal of any signal that does not origi-
nate from the specimen (‘noise’). Noise is
generated by fluctuations in illumination
(laser/arc-lamp intensity) and, to a lesser
degree, by thermal fluctuations inside CCD
cameras or photomultiplier tubes (‘dark/shot
noise’). Any noise source leads to increased
unspecific signal and makes the identification
of specific fluorescent structures more diffi-
cult. Many noise-reducing image processing
filters are now available that efficiently reduce
shot noise, which typically occurs in random
single pixels across the image21. For example,
ANISOTROPIC-DIFFUSION FILTERS take into account
local image characteristics and therefore selec-
tively remove shot noise without degrading
the image (FIG. 1b).

In addition to noise, unspecific back-
ground signal — for example, from autoflu-
orescence of the culture medium — impairs
image analysis. So, even after noise filtering,
the background of the image at regions out-
side the fluorescent structure is generally not
zero. To quantitatively relate pixel intensity
to fluorophore concentration, the back-
ground signal has to be removed from the
image. This can be achieved by subtracting
the mean background intensity, determined
in a region outside the fluorescent structure,
from all pixels.

Qualitative and quantitative visualization.
The principle aim of 4D visualization is to
display the full information from thousands
of individual image slices in an intuitive and
interactive way. Early studies visualized 4D
data by arranging all image slices in an ‘image
gallery’, which allowed the browsing and
highlighting of selected structures7 (FIG. 1b).
Although this guarantees that no informa-
tion is lost, it is not intuitive and requires a
well-trained observer to imagine the 3D
structure. Alternatively, 4D data can be pro-
jected in the x–y plane, neglecting the 
z dimension22–24 (FIG. 1c). Although this allows
a more intuitive access to the data by viewing
it as a simple 2D movie, it sacrifices spatial
information. Different algorithms are avail-
able for such PROJECTIONS: for example, maxi-
mum intensity projection produces images
that have a particularly high contrast of small
structures (FIG. 1c). However, it does not quan-
titatively represent fluorescence concentra-
tions and cannot be used for further analysis.
Instead, mean-intensity projection should be
used for quantification, although it does not
produce such crisp images (FIG. 1c). Mean-
intensity projections can be useful to measure
relative fluorophore concentrations and their

A refinement of labelling with bleach-
marks involves co-expression of two different
spectral variants of GFP that are fused to the
same cellular marker protein. When different
regions are selectively photobleached in one
channel only, a combinatorial labelling
scheme can discriminate up to three differ-
ently labelled structures in cellular regions
that would otherwise be homogeneously
labelled by these markers18,19 (FIG. 2b). An
inverse alternative to labelling with bleach-
marks is photoactivation in selected regions: a
recently generated variant of GFP can have its
fluorescence properties altered such that it
emits fluorescent light under 488 nm excita-
tion only after previous exposure to strong
413 nm light20. Although labelling methods
that are based on selective bleaching are not
unique to 4D-imaging applications, they can
markedly enhance the ability to track and
quantify dynamic structural changes in
time-resolved 3D data sets.

Image visualization and quantitation 
The problem of noise. As for any digital fluo-
rescence microscope image, potential error
sources that might impair visualization and

Cellular structures frequently have
amorphous shapes, vary from cell to cell
and undergo dynamic changes, all factors
that make quantitative structural measure-
ments extremely difficult or impossible. To
circumvent this problem, spatially con-
trolled photobleaching on a confocal micro-
scope can also be used to introduce artificial
landmarks in homogeneously fluorescent
structures in an approach called PATTERN 

PHOTOBLEACHING. Again, this is possible when
the fluorescent marker tightly binds to the
structure of interest. A good example is in
nuclear lamins, which dissociate from the
nuclear lamina only over a time course of
many hours. So, a pattern, such as a grid,
can be bleached into the homogeneously
fluorescent nuclear envelope that is labelled
with GFP-lamin B16. Using high-numerical
aperture objectives, the bleaching is restricted
to an axial section of about 2–3 µm thick-
ness, which even allows the bleaching of 3D
patterns at different optical sections, albeit
with relatively low axial resolution16 (FIG. 2a).
The resolution of the bleach can be
improved by using two-photon excitation
that is restricted to a smaller volume17.

Table 1 | Comparison between deconvolution and confocal microscopes*

Deconvolution microscope Confocal microscope

Lateral (x,y) resolution ∼250 nm ∼250 nm

Axial (z) resolution ∼700 nm ∼700 nm

Acquisition speed Dependent on fluorescence  Dependent on fluorescence intensity
intensity; up to ∼50 frames/s and pixel number; up to ∼20 

frames/s with low-resolution images

Photon efficiency Higher than confocal Lower than deconvolution  
microscope microscope

Evaluation of images Difficult; full-resolution images Immediate access to full-
during experiment only available after off-line resolution images 

computational image restoration

Image-processing Can appear with inappropriate Unprocessed images serve as
artefacts deconvolution algorithm raw data

parameters or too low signal-
to-noise ratio of raw data

Maximum thickness ∼40 µm ∼150 µm
of specimen

Multi-colour imaging Sequential acquisition of Simultaneous and pseudo-
different channels by framewise simultaneous recording in multiple
filter switching channels by using linewise 

switching of laser wavelength

Flexibility in excitation Full flexibility Limited by available laser 
wavelength wavelengths

Selective Not possible except in specialized Possible in interactively defined 
photobleaching systems, in which lasers have regions 

been incorporated into the light  
path for this purpose

Recent applications Cajal body movements23, centro- Nuclear envelope breakdown16,55

mere dynamics24, biogenesis of and assembly25, mitotic 
nucleoli33, interphase   chromosome dynamics18,42

chromosome dynamics40

*Values are approximate for standard applications in cell biology.
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Generally, surface reconstruction achieves
a more detailed display of small structures
than volume rendering, but it often requires
much more user interaction during image
processing to avoid artefacts. Importantly, only
the object definition of reconstructed surfaces
can be used to generate absolute quantita-
tive data, such as the volume of a structure
or the concentration of the fluorophore

dynamic changes over time. This can be used
as an approximation of the real concentra-
tion of fluorescently labelled molecules,
which can only be derived from 3D analysis
(see below and REF. 25). Changes of protein
concentration over time are important for
many cell-biological processes, and recent
work has measured such changes during
organelle morphogenesis25, protein targeting26

and transport27,28, changes in cell shape and
signal-transduction events29.

A realistic view of animated 3D-image
sequences from interactively defined view-
ing directions can be achieved by using
computer rendering and display in virtual-
reality viewers10,25,30,31 (FIG. 1d,e). Two alterna-
tive rendering methods are VOLUME RENDERING

and SURFACE RECONSTRUCTION21. Volume render-
ing is a technique for visualizing 3D images
without explicitly defining the boundary of
fluorescently labelled structures (FIG. 1d). In
the simplest case, each optical section is
expanded to its real height and these flat layers
are then stacked on top of each other to
generate a spatial view. As a result of the
lower resolution along the optical axis in 4D
live-cell recordings, side views that are rendered
in this way are frequently of poor quality.
Their resolution can be enhanced by insertion
of virtual z-slices between subsequent optical
sections based on interpolation between
these two images (FIG. 1d, side view).
Although volume-rendering techniques
achieve a satisfactory display of biological
structures, these methods are limited to
pure visualization and do not deliver any
quantitative information.

Surface reconstruction visualizes 3D struc-
tures after the definition of boundaries of
fluorescent structures by surface polygons.
The most commonly used isosurface recon-
struction defines the 3D structure by thresh-
olding the whole 4D data set. In this way, every
voxel — the volume element of the 3D image
— below the threshold grey value is defined as
outside the structure and every voxel above
the threshold value is defined as inside the
structure, creating clearly defined object
boundaries32 (FIG. 1e and 2b). The drawback of
this method is that the surface of many bio-
logical structures is not well represented by a
single-intensity value. An example is the
nuclear envelope, which is typically labelled by
fluorescently tagged membrane proteins that
also localize to the endoplasmic reticulum
(ER). In this case, some regions of the nuclear
envelope can have similar levels of brightness
as the ER, making their separation by a single
threshold impossible. Therefore, an alternative
approach for surface reconstruction is to
detect object boundaries in each 2D optical

section separately and to reconstruct 3D
models from these outlines. In contrast to 
3D data sets, many different SEGMENTATION tech-
niques are available for 2D images 21 that
achieve better definition of biological objects
than simple thresholding.After object contours
have been defined in 2D, interpolation algo-
rithms can then be used to reconstruct 3D sur-
faces from them with high resolution25 (FIG.1e).
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Figure 2 | Applications of four-dimensional imaging. a | Nuclear-envelope breakdown. Prophase was
imaged in a normal rat kidney (NRK) cell expressing lamin B tagged with green-fluorescent protein (GFP) and
histone 2B (H2B) expressing cyan-fluorescent protein (CFP) (not shown). Grids were bleached on the top and
bottom of the lamina to provide artificial landmarks. Only the top (upper) and bottom (lower) slices from the
full 4D data set are shown to demonstrate lateral deformations of the nuclear envelope during breakdown.
The red crosses highlight sites of maximal stretching 2 minutes before nuclear-envelope breakdown and later
hole formation (arrowheads). Stretching of the lamina occurs between the red crosses, whereas infolding
occurs between the green crosses. See also Movie 2 online. Time is in minutes. Reproduced with
permission from REF. 16 © (2002) Elsevier Science. b | Combinatorial labelling of chromatin regions in a
prophase nucleus. An NRK cell coexpressing H2B fused to either yellow-fluorescent protein (YFP) or
CFP was photobleached at selected regions (dashed line) in the YFP channel only. The combinatorial
labelling scheme was resolved by channel subtraction18 and was graphically reconstructed from the 3D
stack. This allows chromosome subsets to be tracked through mitosis in 4D imaging experiments18 (see
Movie 3 online). c | Motion analysis of Cajal bodies in HeLa cells that are expressing GFP–coilin to mark
Cajal bodies. 4D tracking was used to quantitatively characterize Cajal-body motion in control cells and
ATP-depleted cells23. 3D stacks were collected on a DeltaVision Restoration microscope with a 3-minute
time lapse. An intensity- and size-based segmentation was used to identify and subsequently track Cajal
bodies using Volocity 2.0. Projection, an individual time point from a 90 minute time-lapse image is shown;
Projection + Segmentation, objects were found using an intensity- and size-based segmentation in Volocity
2.0; Projection + Segmentation + Trajectories, as in the Projection + Segmentation, but with trajectories from
all the time-points shown.
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widely used. First, less expensive hardware is
required. Fast and sensitive 4D imaging sys-
tems are still very expensive, and start at
around  US $125,000 for deconvolution
microscopes and around US $300,000 for
confocal microscopes. As a consequence,
such equipment is often only available at
specialized imaging facilities and not to most
cell-biology labs. Second, flexible acquisition
software is needed. On all existing systems,
the parameter flexibility during acquisition
needs to be improved. In addition, online
deconvolution algorithms to, at least prelimi-
narily, evaluate widefield data during the
experiment are largely missing. Third, user-
friendly and flexible 4D processing, rendering
and quantification software is essentially lack-
ing at this point. To achieve complete analysis
of a 4D data sequence, users typically have to
use several software packages to achieve opti-
mal results from each of the processing steps.
A single software package that integrates the
full set of recurring tools that are required for
typical 4D applications in a user-friendly
interface and, at the same time, allows the
advanced user to define his/her own process-
ing routines, is still not available. It is worth
noting here that software development for 3 or
4D images is not a domain of cell biology
alone. Frequently, more advanced tools are
already developed for engineering and medical
applications, such as dynamic magnetic reso-
nance imaging of organs (see review on page
SS10 of this supplement), as well as for serial
reconstruction and tomography by electron
microscopy (see review on page SS6 of this
supplement). By integrating these tools rapidly
into a flexible software environment, cell-
biological applications stand to benefit from
developments in other disciplines.

As with traditional video microscopy, 4D
imaging can be combined with other new
imaging techniques to address specific ques-
tions. In addition to pattern photobleaching,
these can include speckle imaging50, fluores-
cence resonance energy transfer (FRET)51 and
MULTI-PHOTON MICROSCOPY17. Furthermore, 4D
imaging will directly benefit from techniques
that aim to improve the optical resolution in
live specimens. Several powerful approaches,
which are based on illumination through mul-
tiple objectives (Theta, 4Pi, I5M) or increased
contrast by using structured illumination52,
have been developed, but most of them are
not yet compatible with the speed and sensi-
tivity that is required for live-cell imaging.

4D imaging gives us access to new worlds
of dynamic function in live cells. By taking
both space and time into account, processes
that involve, for example, changes in struc-
ture, compartmentalization, fluxes, directed

Motion analysis by single-particle tracking.
Insight into many dynamic processes has
been derived from tracking the movement of
fluorescently labelled structures. Such studies
have, for instance, measured the motion of
chromosomes18,24, 40–42, nuclear bodies23,43

(FIG. 2c), membrane vesicles along micro-
tubules14, dendritic spines in pyramidal
neurons44 and migrating neuronal precursor
cells45. To quantitate the motion patterns of a
set of distinct structures, single-particle track-
ing methods are appropriate. Tracking can be
done by manually identifying and tracing
moving objects in 4D data sets46, but it is
often very time-consuming to gather and
analyse enough data to obtain statistically
significant results in this way. Automated
single-particle tracking of cellular structures
involves three steps of image processing. First,
objects have to be identified by using segmen-
tation algorithms. Second, the correspond-
ing objects are detected in successive frames
by using a tracking algorithm, which pro-
duces trajectories that can be graphically
visualized23,47 (FIG. 2c). Finally, the trajectories
can be further analysed to determine proper-
ties such as the mean and maximum velocities,
the accelerations, and the mean square dis-
placement or diffusion coefficients23,47,48.

A difficulty in quantitative motion analysis
of cellular structures is caused by global
movements or deformations of the whole
specimen during the acquisition period. Such
global movements must be separated from
the specific local movements of the structures
of interest. This can be achieved by measuring
only the relative movements of individual
objects46. A more refined correction for global
movements uses registration algorithms that
can correct for translation, rotation and even
global deformations49.

Future directions
4D imaging has come of age as a powerful
imaging technology for cell and developmen-
tal biology, but it is still restricted to a rela-
tively small number of specialized labs.
Historically, 4D imaging required highly
specialized equipment and image-processing
capabilities, but this situation is changing
quite rapidly. Hardware that can acquire 4D
sequences is now available ‘off the shelf ’ and
is becoming more widespread (see 4D micro-
scope hardware in supplementary informa-
tion online). In addition, some of the basic
image-processing routines for 4D data are
now available in several commercial soft-
ware packages (see 4D software tools in
supplementary information online). There
remain three challenges today to make the
powerful approach of 4D imaging more

inside the structure. Such data allows
changes in volume and/or concentration for
specific cellular structures over time to be
measured, which can be very useful to study
organelle morphogenesis25,33.

Quantitative evaluation of dynamic 3D struc-
tures: volumes and concentrations. Measuring
the volume of cellular compartments and the
absolute concentration of molecules within
these compartments over time in live cells
would be ideally suited for analysis of many
biological processes by kinetic modelling. So
far, the processes to which this has been
applied include membrane trafficking 27,
nuclear transport34, transcription35 and
nuclear assembly25. Traditionally, the volume
of cellular structures is often inferred from
area measurements in single optical sections
or in projections of image stacks. However,
this does not take into account the shape or
orientation of a given structure. Moreover,
when movies are analysed, flattening or
expansion along the optical axis during the
experiment can impair volume measure-
ments. As an example, expansion of daughter
nuclei will be strongly overestimated when
measured in 2D image sequences because of
the significant flattening of the nuclei that
occurs during attachment to the culture dish
after mitotic division25. Volume measure-
ments require boundary detection of cellular
structures21,36. When combined with surface
reconstruction, the volume of visualized
cellular structures can be measured directly.

Grey values in digital images can be directly
converted to fluorophore concentrations after
appropriate calibration27,37–39, which makes 4D
imaging suitable for quantitative assays that
monitor changes in molecular concentrations
in live cells. In defined cellular compartments,
4D measurements of fluorescent protein
concentrations are carried out by dividing
the sum of the intensities by the volume of the
segmented structures. Similar to volume
measurements, this produces more precise
results than measurements of 2D movies,
particularly when there is an inhomogeneous
background from a soluble fraction of the
labelled protein that is outside the structure of
interest. For instance, surface measurements
of membrane-bound organelles, such as the
nucleus or the plasma membrane, are more
problematic than volume- or fluorescence-
concentration measurements because light
microscopes generally do not resolve small-
membrane invaginations or protrusions.
Therefore, surface measurements in light-
microscopy images, although possible using
reconstructed surface models, will generally
underestimate the real surface size.
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transport and signal-mediated localization,
can be studied quantitatively in real time.
With appropriate fluorescent molecular
reporters, quantitative and kinetic in vivo
assays for almost any biological process of
interest can be designed in the laboratory. The
ultimate goal will be to make these assays
sufficiently rapid and robust to use them to
perform gain- and loss-of-function studies in
live cells53,54. To understand complex living
systems, we will have to get used to thinking
routinely in four dimensions.
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The fields of cancer biology, pharmacology and clinical
oncology have grown rapidly over the past few years,
owing to the increase in technologies that allow the study
of gene and protein expression from cell extracts and
intact cells in culture. The time is now ripe for technolo-
gies that can go to the next level: the study of cancer cells
in their normal environment within intact living subjects.

Much of biological and medical imaging has previ-
ously been driven by anatomy-based imaging, such as
computed tomography (CT). The field of nuclear medi-
cine, by contrast, has focused on studying molecular
events in living subjects through the use of technologies
that can localize TRACERS.Various tracers have been discov-
ered, by chance, to be useful, and some have been specifi-
cally designed to target molecular events.With the recent
advances in molecular/cell biology that have led to target
discovery, it is now possible to design specific tracers to
image events non-invasively in small animals and humans
with positron emission tomography (PET)1.PET is ideally
suited for monitoring cell/molecular events early in the
course of a disease, as well as during pharmacological or
radiation therapy. Furthermore, it can be used for prog-
nostic information and to image for disease recurrence.

Principles of PET
PET can be thought of as a camera that can take 
pictures of a subject of interest and requires an exposure

time of a few seconds to several minutes. The camera
does not image visible light, but images high-energy
gamma-rays that are emitted from inside the subject
(FIG. 1). Natural biological molecules can be labelled with
an isotope that is capable of producing two gamma-rays
by emitting a POSITRON from its nucleus. The positron
eventually collides with a nearby electron and they anni-
hilate each other to produce energy in the form of two
511,000 eV gamma-rays, which are emitted in direc-
tions ~180 degrees apart. Frequently used positron-
emitting isotopes include 15O, 13N, 11C and 18F; the latter
is often used as a substitute for hydrogen in the mole-
cule of interest. Other less commonly used positron
emitters include 14O, 64Cu, 62Cu, 124I, 76Br, 82Rb (rubid-
ium) and 68Ga (gallium). Most of these isotopes are pro-
duced in a CYCLOTRON2, but some can be produced with a
GENERATOR (for example, 68Ga, 82Rb). Labelled tracers can
be introduced into the subject and then PET imaging
can follow their distribution and concentration (FIG. 1).
Many of the positron-emitting isotopes that are used
have relatively short half-lives — the half life of 18F is 110
minutes — so the chemistry leading to incorporation of
the isotope into the parent molecule and its subsequent
introduction into the subject must take place relatively
quickly. PET radiopharmacies exist throughout the
world and are capable of providing commonly used
PET tracers on a daily basis.

MOLECULAR IMAGING OF CANCER
WITH POSITRON EMISSION
TOMOGRAPHY
Sanjiv Sam Gambhir

The imaging of specific molecular targets that are associated with cancer should allow earlier
diagnosis and better management of oncology patients. Positron emission tomography (PET) is
a highly sensitive non-invasive technology that is ideally suited for pre-clinical and clinical
imaging of cancer biology, in contrast to anatomical approaches. By using radiolabelled tracers,
which are injected in non-pharmacological doses, three-dimensional images can be
reconstructed by a computer to show the concentration and location(s) of the tracer of interest.
PET should become increasingly important in cancer imaging in the next decade.

TRACER

Also known as molecular probe
or reporter probe. This molecule
has a radioisotope attached to it
and is injected in non-
pharmacological amounts to
provide imaging signal related to
target(s) of interest. For PET
tracers, the radioisotope is a
positron emitter (e.g. 18F).

POSITRON

A particle that has the same mass
as an electron, but that carries a
positive charge.
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CYCLOTRON

A device that is used to
accelerate charged particles to
create a collision between the
charged particle and a target, so
that a radioactive isotope can be
produced for further
incorporation into a molecule of
interest.

GENERATOR

A device that is used to separate
and extract a radioisotope
through the use of a ‘parent’
isotope that constantly leads to a
‘daughter’ isotope.

PHARMACOKINETICS

The study of the time course of
absorption, distribution,
metabolism and excretion of
drugs and their metabolites in
body tissues and fluids.
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radiolabelled tracers because of its ability to distinguish
gamma-rays of different energies. The images from a
PET camera, although often shown in colour, reflect
gamma-ray events with the same energy — the colour
scale usually reflects the concentration of isotope.

Small-animal imaging with PET
In recent years, small-animal PET cameras have been
designed, which facilitate the development of molecular-
imaging assays that can be used in small rodents and
primates before they are tested in humans. These
approaches allow the rapid testing of human cell targets
that are implanted into mice, and the optimization of
the imaging signal and PHARMACOKINETICS of the tracer.
These systems typically have a spatial resolution of ~23

mm3 (REF. 4), but newer-generation systems that are
undergoing completion will have a resolution of ~13

mm3 (REF. 5). Small-animal imaging requires tracers with
a higher specific radioactivity, owing to the limited sen-
sitivity of the small-animal scanners and the need to
inject a smaller mass of tracer.

The development of molecular imaging assays with
PET is made much easier by the ability to validate the
assay in cell culture and small-animal models, and then
to use the same tracer in established clinical PET sites
around the world. The ability to translate from cell cul-
ture to pre-clinical models to clinical applications is an
important and powerful feature of PET technology4,6.

Molecular and cellular targets
For tracers to be successful as imaging probes for PET,
they must fulfil several criteria: the positron-emitting
isotope that is chemically linked to the molecule of
interest must not easily dissociate. If this occurs, it is the
isotope that is followed with PET, rather than the tracer.
It is important that the label does not significantly alter
the biological properties of the parent molecule (for
example, transport, elimination or affinity of interac-
tion with target). The tracer must also clear rapidly from
sites where there is no target molecule, and from the
blood, so that a high contrast can be obtained between
the tumour and surrounding tissues. This is one of the

Isotopes that are beta-emitters — 3H, 14C — are not
useful for non-invasive imaging of living subjects
because beta-particles (electrons) do not travel signifi-
cant distances in tissue and do not lead to annhilation
events, as do positrons. Gamma-emitting isotopes —
99mTc (technetium), 111In (indium), 123I — can also be
used with tracers for imaging living subjects, but
require different types of cameras (‘gamma-cameras’)
that do not require the production of two coincident
gamma-rays. Gamma-cameras are rotated around the
subject in a process known as single-photon-emission
computed tomography (SPECT), to produce tomo-
graphic images3. PET is at least tenfold more sensitive
than SPECT, and positron-emitting isotopes can read-
ily be substituted for naturally occurring atoms, pro-
ducing less perturbation to the biochemical behaviour
of the radiolabelled parent molecule. SPECT systems
can be developed with improved spatial resolution, but
not without a further loss in sensitivity. For these rea-
sons, PET is a more robust technique for imaging most
molecular events.

The spatial resolution of most clinical PET scan-
ners is ~(6–8)3 mm3, but higher-resolution clinical
brain scanners have been developed that approach
resolutions of ~33 mm3. The sensitivity of PET is rela-
tively high — in the range of 10−11–10−12 moles/litre
— and is independent of the location depth of the
tracer of interest. Typically, several hundred million
cells in relatively close proximity must accumulate
the tracer for a PET scanner to visualize them against
the background. The exact number of cells that can
be imaged depends on numerous factors, including
the level of tracer uptake in the surrounding tissues
(‘background’). It is important to note that all iso-
topes used produce two gamma-rays of the same
energy, so if two molecular probes — each with a
separate isotope — are injected simultaneously, there
is no way for the PET camera to distinguish them.
Therefore, to perform studies that involve multiple
molecular events, molecular probes are usually
injected separately, which allows for the decay of the
isotope. SPECT can be used with several distinctly

Summary 

• Positron emission tomography (PET) is a method by which cellular and molecular events can be followed. Injected
radiolabelled molecular probes (tracers) are used to map out the underlying biochemistry.

• Both small-animal and clinical PET are being used to study cancer in living subjects.

• 2-18F-fluoro-2-deoxy-D-glucose (FDG) is actively taken up and accumulates in cancer cells. It is useful for diagnosis,
staging and monitoring the recurrence of various cancers, including lung, colorectal, melanoma, lymphoma, head and
neck, as well as other malignancies.

• Many tracers already exist for PET that measure cell proliferation, bone remodelling, perfusion, oxygen metabolism,
tumour-receptor density and reporter-gene expression. A new generation of tracers is being developed that should help
to form libraries of molecular probes for ‘customized’ imaging approaches.

• Clinical PET/CT (computed tomography) scanners are now rapidly being installed, and form the basis for merging
anatomical information (CT) with functional molecular information (PET) to further advance cancer management
with FDG and, eventually, new-generation tracers.

• Drug and tracer research and development are rapidly evolving and should help to accelerate both the pharmaceutical
and imaging industries.



© 2002 Nature Publishing Group
NATURE REVIEWS | CANCER VOLUME 2 | SEPTEMBER 2002 | 685

R E V I E W S

within the body. Tracer metabolites must be limited in
cases in which tracer kinetic modelling is used to quan-
tify specific biochemical processes (for example, rate of
phosphorylation)8. The importance of quantification
cannot be over-emphasized, as it is crucial to the initial
validation of a particular tracer, even if quantification is
not usually performed in a routine clinical application.

Many approaches exist, and are being developed,
that allow target cancer cells to be imaged with PET.
These are reviewed in detail next.

Glucose utilization. 2-Deoxy-D-[14C]glucose (DG) —
formed by replacing the OH in the 2-position of D-glu-
cose with a hydrogen — was developed in the early
1950s as a drug to block accelerated rates of glycolysis in
cancer, and hence tumour growth9. However, it also
blocked glycolysis in the brain, so it could not be used as
a drug. Over 20 years later, in 1977, Sokoloff et al.10

developed a new use for DG in imaging glycolysis, by
labelling DG with carbon-14 and using autoradiogra-
phy, which requires the animal to be killed. This use was
extended when 2-[18F]fluoro-2-deoxy-D-glucose (FDG)
was synthesized11 to image living subjects specifically
and non-invasively with PET.

FDG was first used to study tumours in the 1980s by
Di Chiro and others, who showed that the degree of
malignancy of cerebral tumours was correlated with
their FDG uptake12,13. Tumours have a higher rate of
glucose use; FDG accumulation therefore also increases.
In the early 1990s, FDG PET started to be used in con-
junction with whole-body imaging protocols. The first
applications of FDG PET outside neuro-oncology were
primarily in the detection of lung cancer14–16.

After FDG has been injected into the bloodstream, it
is transported from the vascular space into the intersti-
tial space. From here, specific glucose transporters 
recognize and transport it into cells. FDG is phosphory-
lated by hexokinase to form FDG-6-phosphate17. Unlike
glucose, FDG lacks a hydroxyl group in the 2-position
(FIG. 2a) and its first metabolite, FDG-6-phosphate,
cannot act as a substrate for further glycolysis.
Importantly, FDG is also eliminated via the renal system
and, unlike glucose, is not reabsorbed well in the renal
tubules, which leads to low levels of FDG in the blood. It
is fortunate that the pharmacokinetics of glucose and
FDG uptake, trapping and blood clearance are in the
30–60-minute time frame because this allows PET
imaging with 18F. The molecular targets of FDG are
therefore glucose transporters and hexokinase17,18. The
relative importance of each of these targets continues to
be a subject of debate19,20, and it is likely that in a given
cell type, one might predominate.

Because all cells metabolize glucose, FDG is not spe-
cific for malignant transformation. This lack of speci-
ficity can be a potential problem in some cases, but it
also serves to provide anatomical features in the image
— by creating a low background signal in all tissues —
that would otherwise not be present and would make
image interpretation more difficult. Malignant transfor-
mation is often associated with increasing energy
demands, a decrease in glucose-6-phosphate and the

unique features of a PET tracer compared with many
existing pharmaceuticals. Without the efflux of the
tracer from non-target sites, it would be impossible to
image sites of specific targeting. In contrast to activat-
able probes or ‘SMART PROBES’ for optical and MRI (mag-
netic resonance imaging) approaches7, which produce
signal only when they interact with a target, a radiola-
belled tracer constantly produces signal by decaying.
This leads to areas of signal that are not related to spe-
cific targeting. For example, at early time-points, signal
can often be seen in the renal and hepatobiliary systems,
depending on the routes of tracer clearance. These non-
specific sites of signal can sometimes cause difficulties in
image interpretation, but by looking at the PET images
as a function of time, or by waiting long enough — half-
life of isotope permitting — to let the background signal
clear by urinary and/or faecal elimination, specific and
non-specific signals can usually be separated. Tracer
kinetic modelling with time–activity data obtained from
PET studies is a powerful way of mathematically model-
ling the underlying biochemical and physiological
processes that govern tracer movement and metabolism

SMART PROBES

Probes that are used in optical
and magnetic resonance
imaging that can be kept
relatively silent until they
interact with the target. After
interaction, they become
activated and produce a
detectable signal.

MRI

(Magnetic resonance imaging).
A technique to image subjects
through the use of a magnetic
field that aligns endogenous (for
example, proton) or exogenous
(for example, gadolinium)
magnetic moments. Provides
both anatomical imaging and
functional imaging.
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Figure 1 | Principles of positron emission tomography (PET). a | A cyclotron is used to
accelerate charged particles to create relatively short-lived positron-emitting isotopes (for
example, 18F, the half-life of which is 110 minutes). b | Automated synthesizers can then couple
the isotope to a molecule of interest to produce the molecular probe (tracer). c | The molecule 
2-[18F]fluoro-2-deoxy-D-glucose (FDG) can be synthesized and intravenously injected in non-
pharmacological doses into a subject of interest. The positron emitter decays by emitting a
positron from its nucleus. The positron loses energy and eventually annihilates with a nearby
electron to produce two gamma-rays that are almost 180 degrees apart. d | The PET scanner can
detect the coincident gamma-rays, and images can be reconstructed showing the location(s) and
concentration of the tracer of interest. e | Cross-sectional FDG PET images are shown, of a
patient 40 minutes after injection with FDG. Normal uptake in brain (Br) and myocardium (C), and
renal excretion into the urinary bladder (B) are visible. Also seen is a tumour (T) in the lungs that
takes up more FDG than the surrounding tissues.



© 2002 Nature Publishing Group
686 |  SEPTEMBER 2002 | VOLUME 2 www.nature.com/reviews/cancer

R E V I E W S

patients. Staging in colorectal cancer, melanoma and
lymphoma are all relatively well-established applica-
tions24–27. Imaging of brain metastases is limited
because of the relatively high uptake of FDG by grey
matter. Emerging roles include monitoring for recur-
rence and during therapy28,29 (FIG. 3). By providing early
information on the metabolic response of a tumour for
a given therapy, FDG PET can aid in continuing or
changing therapy to avoid potential side effects of a
given therapeutic regimen. FDG PET has not been par-
ticularly effective in managing patients with prostate30

or ovarian cancer31, and screening high-risk patients
remains to be validated. At present, the vast majority
(~95%) of all clinical PET studies use FDG.

FDG is a great example of a failed drug that has
become quite successful as an imaging agent. Many
other such agents could be present in the databases of
pharmaceutical and biotechnology companies, waiting
to be exploited.

Cell proliferation. Cell proliferation is increased with
malignant transformation, which consequently
increases the number of cells undergoing DNA repli-
cation. The use of thymidine analogues provides a
useful way of targeting DNA replication32.
Upregulation in thymidine transport and mammalian
thymidine kinases provides molecular targets for
imaging. These are upregulated by cancer cells
because thymidine is needed for DNA synthesis.
Several agents, including [11C]thymidine, have been
studied, but the most promising agent so far is 3′-
deoxy-3′-[18F]fluorothymidine (FLT)33,34 (FIG. 2b).

Imaging in dogs and clinical patients34 shows the
potential superiority of FLT over FDG. FLT PET imag-
ing during therapy has the potential to be more useful
than FDG for three reasons. First, there would poten-
tially be less uptake of FLT than FDG after an inflamma-
tory response. Second, cytostatic chemotherapeutics,
which often have a greater impact on cell division than
on glucose metabolism, might be better monitored with
FLT. Third, brain tumours might also be better imaged
with FLT: it accumulates at lower levels in most regions
of the brain, because of a lack of significant neuronal
cell division.

Bone remodelling. Metastasis to bone is common for
several cancers, including those of prostate, breast and
lung. The most common clinical procedure used to
evaluate bone metastasis is [99mTc]methylenediphos-
phonate (MDP), which uses the gamma-camera and
SPECT imaging35. The positron-emitting [18F]fluoride
ion was first described as an excellent bone-imaging
tracer 40 years ago, and its use for PET imaging is still
being clinically validated35,36 (FIG. 2c).

Skeletal uptake of bone-seeking radiopharmaceuti-
cals, such as MDP and [18F]fluoride ion, is influenced
by bone blood flow, the molecular size and net electric
charge of the molecule, capillary surface, capillary per-
meability, local pH and, most importantly, metabolic
activity of the bone tissue37. In contrast to anionic
complexes, such as 99mTc-labelled diphosphonates,

upregulation of glucose transporters (especially
GLUT-1) and hexokinase. It is also important to note
that glucose competes with FDG at each step of uptake
and trapping. In clinical practice, this is dealt with by
fasting the patient for 4–6 hours before FDG injection,
to minimize competition.

The current clinical applications of FDG in cancer
diagnosis and management are very diverse. Because
most types of cancer cell accumulate FDG, and most
non-cancer cells accumulate much less, FDG PET is a
very general approach to cancer imaging21. The overall
mean sensitivity and specificity across various applica-
tions are ~85%. The primary established clinical roles
for FDG PET are in the diagnosis and management of
various malignancies. The assessment of solitary pul-
monary nodules22 and pre-operative staging of non-
small-cell lung cancer to determine sites of metastases
not seen on CT23 are improving the management of
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Figure 2 | FDG, FLT, fluoride ion and FHBG PET images. Human positron-emission tomography
(PET) coronal images of four different tracers, with chemical structures of the tracers and their
molecular targets. A PET image can look entirely different depending on the tracer that is injected
into the subject. This is because the scanner images the distribution of the tracer, and each tracer
has unique molecular targets and routes of clearance. a,b | The same patient imaged with 2-[18F]
fluoro-2-deoxy-D-glucose (FDG) and then with 3′-deoxy-3′-[18F] fluorothymidine (FLT), a tracer that
accumulates in proportion to cell-proliferative capacity. c | A fluoride ion scan of a different patient. 
d | A volunteer scanned with 9-(4-[18F] fluoro-3-hydroxymethylbutyl)guanine (FHBG), a tracer that is
expected to be useful for imaging herpes simplex virus type 1 thymidine kinase reporter-gene
expression. Brain (Br), tumour (T), liver (L), kidney (K), ureter (U), bladder (B). FDG, FLT and FHBG
images courtesy of UCLA Ahmanson Biological Imaging Center. Fluoride ion image courtesy of
Abass Alavi, University of Pennsylvania.
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15O-labelled water is one of the most extensively 
studied perfusion tracers40 and there is a relatively
good correlation between perfusion and tracer accu-
mulation, but several other tracers for blood-perfu-
sion assessment exist8. Quantitative measurements of
perfusion require determination of the blood
time–activity curve (input function), which can be
obtained by arterial sampling or images of the left
ventricle. Good studies for the validation of various
tracers for specific use with tumours are still lacking.
Attempts to image tumour angiogenesis specifically
have also been preliminarily validated41, and it is
likely that these techniques can be extended for use
with anti-angiogenesis pharmaceuticals.

Oxygen metabolism. Tumour oxygenation is a crucial
factor in the successful treatment of tumours by vari-
ous approaches. Hypoxia seems to be a significant
prognostic variable, and it is likely that the use of
tracers to monitor hypoxia before, during and after
treatment will continue to increase. [18F]
Fluoromisonidazole (FMISO), an analogue of 2-
nitroimidazole, has been used to image hypoxia in
tumours42. FMISO diffuses into all cells and is
reduced and reoxidized in normal cells; however, it
continues to be reduced and binds to cell compo-
nents in hypoxic cells. The use of FMISO is not opti-
mal because of its relatively poor cellular uptake and
slow clearance from normal tissues43. Copper
bis(thiosemicarbazones), such as Cu(II)-diacetyl-
bis(N4-methylthiosemicarabaone) (Cu-ATSM), has
been shown to wash out of normal tissues quickly
and yet be retained in hypoxic tissues owing to its
reduction by oxygen-depleted mitochondria44. It is
probable that increasing research into the develop-
ment of new hypoxia tracers, as well as the testing of
existing ones, will increase over the next few years.

Tumour receptors and antigens. Although tracers for
metabolism, proliferation, perfusion and hypoxia provide
useful imaging of neoplasms, they are relatively non-spe-
cific and are usually less useful for imaging tumours that
have very low growth rates. The development of tracers
that target specific tumour antigens is therefore essential
for the development and usefulness of clinical PET.

Many intracellular and cell-surface receptors are
upregulated in cancer cells. To target potential recep-
tors, it would be optimal to use tracers that have a very
high affinity for the target receptor and a minimal
background accumulation; this could be achieved by
lowering LIPOPHILICITY. Relatively small ligands, as well
as larger proteins such as antibodies, have been
labelled and used as tracers to target specific receptors.
Examples of small ligands include 11C-labelled 
N-methylspiperone and 18F-labelled spiperone for tar-
geting the dopamine receptors on pituitary adeno-
mas45,46, and 64Cu-labelled octreotide47 and 68Ga-labelled
octreotide analogues48 for targeting somatostatin-recep-
tor-positive tumours. Sigma receptors are also found on
many tumours, and small PET ligands to image these
receptors are under investigation49,50.

[18F]fluoride is small and is naturally incorporated into
the bone matrix. After diffusion through capillaries
into bone extracellular fluid, [18F]fluoride exchanges
slowly with hydroxyl groups in the hydroxyapatite
crystal of bone to form fluoroapatite, and the activity
is deposited preferentially at the surface of bone, where
remodelling and turnover are greatest38. The relation-
ship between bone formation and resorption is
believed to determine the amount of CHEMISORPTION and
incorporation of [18F]fluoride into the bone matrix.
The greater sensitivity and resolution of PET, as com-
pared with SPECT, should lead to the more effective
characterization of bony metastases35, and it is likely
that this technique will continue to gain more wide-
spread acceptance as higher-throughput PET scanner
technology is developed.

Perfusion. Tumours are in constant need of nutrients
from the blood, and tumour neovascularization pro-
vides a crucial lifeline for rapidly dividing tumour
cells39. Tracers that are extracted from the blood can
therefore be used to assess tumour blood perfusion.
The diffusion into tissues is proportional to delivery,
and so is a measure of perfusion. Although a rela-
tively non-specific assay, blood-perfusion imaging
uses simple tracers and has the potential to be useful.

CHEMISORPTION

A chemical adsorption process
in which weak chemical bonds
are formed between gas or liquid
molecules and a solid surface.

LIPOPHILICITY

The degree of affinity for fat.
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Figure 3 | FDG PET imaging for monitoring therapy.
Shown are 2-[18F]fluoro-2-deoxy-D-glucose (FDG) positron-
emission tomography (PET) cross-sectional images of the
same patient before and after chemotherapy for lymphoma.
The tumour seen on the top image set is not well visualized in
the images taken four months later. Cardiac activity is also not
well visualized in the post-therapy images, and is probably
related to dietary fasting differences. FDG PET is being actively
investigated as an agent to monitor therapy and might show
changes long before anatomical imaging, such as computed
tomography, shows any response to therapy. Tumour (T),
cardiac (C), bladder (B), liver (L). Images courtesy of 
J. Czernin, UCLA Ahmanson Biological Imaging Center.
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antibodies and engineered antibody fragments for
imaging are provided elsewhere53.

Relatively small radioligands have been used to target
intracellular receptors. One of the most extensively
studied systems is radiolabelled steroids for targeting
hormone-receptor-positive tumours54. As there are only
a few thousand steroid receptors per cancer cell, there is
a limited imaging signal potential from each cell.
16α[18F]Fluoro-17β-oestradiol (FES), an oestrogen
analogue, has good imaging characteristics in human
studies and has been preliminarily studied to monitor
the effectiveness of hormonal therapy with tamoxifen in
breast cancer55–57. Tamoxifen competes with FES, so the
PET signal can decrease after treatment and this can be
used to gauge treatment efficacy. Androgen receptors
have also been targeted by PET tracers for imaging
prostate cancer. 18F has been used to label several 
hormone analogues, including 16β-18F-substituted
testosterone, 5α-dihydrotestosterone and mibolerone,
16α- and 16β-[18F]7α-methyl-19-nortesotsteorne,
20-[18F]fluoro-R1881 (metribolone) and 20-[18F]fluo-
romiboloerone. Some animal studies have been per-
formed with these agents, but more detailed studies are
still needed58,59. These tracers might eventually be used
to improve the staging and monitoring of prostate can-
cer. More studies are still needed to determine the utility
of these tracers for imaging human prostate cancer.

Gene therapy with reporter genes/probes. Imaging gene
expression is important for monitoring the location(s),
magnitude and time-variation of gene expression from
gene-therapy vectors, and can be important in measur-
ing the efficacy of the therapy. Without imaging meth-
ods to monitor expression, the field of gene therapy will
continue to face significant obstacles for routine use. For
monitoring the expression of therapeutic genes during
gene therapy, several approaches to ‘linking’ a therapeu-
tic gene to a ‘PET reporter gene’ have been studied60.
The PET reporter gene allows an indirect method of fol-
lowing the expression of the linked therapeutic gene of
interest. It ‘reports’ back on the status of expression of
the gene of interest when properly linked.

The linkage can be made in one of several ways. First,
an internal ribosomal entry site (IRES) can be used in a
bicistronic vector that encodes both transcribed genes in
one mRNA, which is translated into two proteins61,62.
Second, an inducible bi-directional vector can be used
in which doxycycline initiates the transcription of both
the therapeutic gene and the reporter gene63 (FIGS 5,6).
Third, the reporter gene and therapeutic gene can be
delivered by using two separate vectors64. Finally, fusion
approaches in which a fusion protein contains both the
therapeutic and reporter protein can be used65. All of
these approaches are dependent on having a useful PET
reporter gene, as described next.

Several approaches have been validated to extend
the reporter-gene techniques that are normally used in
cell studies to develop PET reporter genes. Although
optical reporters such as green fluorescent protein
(GFP) and firefly/Renilla luciferase offer significant
advantages in cell assays, and more recently have been

Antibodies are also a potential tracer for targeting
cell-surface receptors. Although primarily explored for
imaging with gamma-cameras and SPECT, newer
small-animal studies and clinical trials are starting
with positron-labelled antibody fragments. Mono-
clonal antibodies developed against a specific antigen
target are problematic, because their relatively slow
clearance from blood leads to images with very high
background signals, even at up to one week after injec-
tion of the antibody. Efforts have been made in the 
systematic construction of engineered antibody frag-
ments, such as MINIBODIES and DIABODIES51,52, against 
carcinoembryonic antigen (CEA). These agents show
much more rapid blood clearance (owing to their
smaller size) — at the expense of some affinity for
CEA — in comparison with intact antibodies.
Humanized versions of these engineered antibody
fragments have been labelled with 64Cu and 124I, and
mouse tumour xenograft imaging has been performed
with microPET52 (FIG. 4). Clinical PET trials with these
agents are now starting. The engineered antibody frag-
ments have the ability to be adapted for targeting other
tumour-cell-surface targets (for example, ERBB2 (also
known as HER2/neu)) and it remains to be seen what
advantages these tracers have in the clinical setting
over existing tracers such as FDG. Further reviews of

MINIBODIES

An engineered antibody
construct that consists of the
variable-heavy- and variable-
light-chain domains of a native
antibody that is fused to the
hinge region and to the CH3
domain of the immunogloblin
molecule. Minibodies are small
versions of whole antibodies,
encoded in a single protein
chain, that retain the antigen-
binding region, the CH3 domain
(to allow assembly into a
bivalent molecule), and the
antibody hinge (to
accommodate dimerization by
disulphide linkages).

DIABODIES

Engineered antibody fragments
that are bivalent or bispecific
molecules generated by
dimerization of two variable-
heavy–variable-light fragments.
These molecules clear much
more rapidly from the blood
than do full antibodies.

LS174T C6

Figure 4 | Small-animal FDG/124I minibody imaging.
MicroPET (positron-emission tomography) imaging of a mouse
1 hour after tail-vein injection of 2-[18F]fluoro-2-deoxy-D-
glucose (FDG) (grey scale) superimposed on microPET
imaging of the same mouse imaged 18 hours after injection of
an 124I (~4-day half-life)-labelled minibody (colour scale)
targeted against carcinoembryonic antigen (CEA). The mouse
carries two tumour xenografts: a C6 rat glioma as a negative
control and an LS174T line that expresses CEA. The minibody
signal is seen almost exclusively from the LS174T tumour only,
because most background activity has already cleared 18
hours after tracer injection. Images courtesy of Anna Wu and
the Crump Institute for Molecular Imaging.
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of ganciclovir and penciclovir) and derivatives of
thymidine such as 2′-fluoro-2′-deoxy-1-β-D-arabinofu-
ranosyl-5-iodo-uracil (FIAU) have been used as tracers
for imaging HSV1-tk reporter-gene expression by ade-
novirus-mediated gene expression in the liver and sta-
bly transfected tumour cells72. We have also described
imaging with a mutant HSV1-sr39tk reporter gene,
which has a greater imaging sensitivity when used with
acycloguanosines70 and is less sensitive to changes in
intracellular thymidine concentration.

The D2R reporter gene has been validated for the
PET imaging of reporter-gene expression with [18F]flu-
oroethylspiperone (FESP) as the tracer ligand69, and,
more recently, a mutant D2R has also been reported71

that is uncoupled from signal transduction, while main-
taining affinity for FESP. Although it might seem that a
receptor approach might lead to less imaging sensitivity
than an enzyme-based approach (for example, HSV1-
tk), there are advantages, including no requirement for
tracer transport into the cell for cell-surface receptors.
Detailed comparisons of various approaches can be
found elsewhere72.

Studies in imaging reporter-gene expression in
human subjects have only recently started. As might be
expected, as HSV1-tk is both a reporter gene and a 
SUICIDE GENE73, imaging its expression in humans would
be a good initial proof of principle for the use of PET
imaging in gene therapy. We have studied the kinetics,
biodistribution, stability, dosimetry and safety of 9-(4-
[18F]fluoro-3-hydroxymethylbutyl)guanine (FHBG) in
healthy human volunteers74, for eventual use in human
gene-therapy trials (FIG. 2d). Imaging HSV1-tk reporter
gene expression near the gall bladder, kidneys and blad-
der with FHBG might be difficult owing to the back-
ground signal in these regions, which is caused by
routes of tracer clearance. Furthermore, imaging within
the brain would be difficult because FHBG does not
significantly cross the blood–brain barrier. Clinical tri-
als with FHBG in patients undergoing HSV1-tk gene
therapy are now starting. In another preliminary study,
Jacobs et al.75 have recently shown that [124I]FIAU PET
imaging might be useful in patients with glioblastoma
who are undergoing HSV1-tk suicide-gene therapy.
The HSV1-tk gene was delivered by the intratumoral
infusion of cationic liposomes. The disruption of the
blood–brain barrier allows imaging in these patients.
Although still in validation, it is likely that the PET
reporter-gene approaches will aid various gene-therapy
trials directly. Issues of aberrant gene expression in
unintended sites will be particularly helpful in making
safe the routine use of gene therapy.

Other applications. The use of 11C- and 18F-labelled
choline has recently gained attention for applications in
prostate cancer imaging 76–78. This approach relies on
the fact that these tracers are readily incorporated into
cells through phosphorylcholine synthesis and integra-
tion in membrane phospholipids. The use of radiola-
belled amino acids, including methionine and tyrosine,
is also a growing area, and might prove to be useful in
specific applications (for example, brain metastases);

used in small-animal models7,60, they are not easily
translated to human applications because of the limited
penetration of visible light through tissues. PET
reporter genes — including those that encode herpes
simplex virus type 1 thymidine kinase (HSV1-tk)66–68

and the dopamine type 2 receptor (D2R)69 and their
mutants70,71 — have been validated in animals. Other
reporter genes, including those that encode the
somatostatin receptor and Na/I SYMPORTER, have also been
preliminarily studied and are reviewed elsewhere60. The
principle in using each of these PET reporter genes is to
obtain sufficient PET signal primarily from those cells
that express the reporter gene due to accumulation of
the appropriately chosen tracer.

The HSV1-tk reporter gene, which encodes the
HSV1-TK protein, can trap several positron-labelled
tracers by phosphorylating a transported tracer. This
tracer then becomes charged, so it cannot leave the cell
(FIG. 5). Both acycloguanosines (for example, derivatives
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Figure 5 | Bi-directional inducible therapeutic and reporter-gene expression. Target
(therapeutic) gene expression can be measured indirectly by imaging reporter-gene
expression if expression of the two genes is ‘linked’. Both genes can be simultaneously
expressed from two minimal cytomegalovirus (CMV) promoters that are regulated by a 
single bi-directional tetracycline-responsive element (TRE). The rTetR–VP16 fusion protein is
produced constitutively from a CMV promoter. When the rTetR–VP16 fusion protein binds
doxycycline, the fusion protein plus doxycycline complex binds to the TRE regulatory
sequence and substantially enhances expression from the two minimal CMV promoters. 
The target gene A in one coding region and a reporter gene (for example, a reporter kinase
such as HSV1-sr39tk) in the alternative coding region are transcribed simultaneously into 
two mRNA molecules. Translation of the two mRNA molecules yields two distinct proteins in
amounts that are directly correlated with each other. Quantitative imaging of the location(s)
and magnitude of PET reporter-gene expression by trapping of a PET tracer inside the cell 
(for example, by phosphorylation of FHBG by the HSV1-sr39TK reporter protein) provides 
an indirect measure of target-gene expression.

Na/I SYMPORTER

A transporter that is found
primarily in thyroid epithelial
tissue that co-transports both
iodide and sodium from
extracellular fluid into cells.

SUICIDE GENE

A gene that can be introduced
into target cells that will, under
the appropriate conditions, lead
to destruction of that cell. The
herpes simplex virus type 1
thymidine kinase gene (HSV1-tk)
is an example of a suicide gene. It
encodes a protein that, in the
presence of pro-drugs such as
ganciclovir, leads to cell death.
Suicide-gene-therapy
approaches have been attempted
as a way to destroy cancer cells.
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specificity for the target, and could simultaneously
provide sensitivity through signal amplification from
the reporter protein. Applications of PET in assessing
multidrug resistance88, and intra-operative beta-probes
with FDG for guiding surgery89, are also areas of active
investigation. Other tracers for various cancer molecular
targets are reviewed elsewhere8,90,91.

Multimodality imaging
PET imaging provides unique information on tumour
biochemistry and physiology, but without much
anatomical information — that obtained is generally
due to the non-specificity of the tracer. For example,
with FDG PET, the muscles throughout the body are
usually detected by their use of glucose. As more specific
tracers with rapid clearance from non-specific tissues are
developed, correlative anatomical imaging is crucially
needed. Although software tools can be used to register
data from scans obtained separately from CT and PET,
this is difficult to do outside the brain as a result of many
variables, including patient motion. Clinical PET/CT
systems have been developed and are undergoing rapid
refinement92–94. It is likely that most clinical PET systems
around the world will be replaced with PET/CT systems
during the next 5–10 years. The ability to obtain data
from both modalities is already significantly improving
clinical decision-making95 (FIG. 7). Small-animal studies
should also benefit from obtaining anatomical and func-
tional images. MicroCT studies96,97 and microPET stud-
ies can be performed separately98, but the availability of a
small-animal microPET/CT scanner will be useful, and
several such instruments are in development. In addition
to CT, the use of MRI 99 and even optical approaches,
when coupled with PET, might prove useful in small-
animal and perhaps even clinical imaging.

Drug development and PET
One of the most under-used applications of microPET
and clinical PET is in the area of drug development100,101.
For the most part, the imaging community and the
pharmaceutical/biotechnology industries have
remained isolated with minimal overlap, but this has
started to change over the past few years, and many
pharmaceutical companies are investing in research
imaging programs that use microPET and PET.

Drugs that are ready to proceed to testing in vivo
can have their pharmacokinetics analysed in small
animals, as well as humans, with PET. This first
requires labelling the pharmaceutical with a positron-
emitting isotope, but is potentially highly cost-effec-
tive. This is because the costs of the time invested in
the labelling technique(s) can be offset by a more
rapid translation to human testing. Although trace
levels of the drug can be introduced into humans,
mass levels might need to be used to mimic the
biodistribution of the drug of interest accurately. In
addition, existing PET tracers can be used to monitor
a new pharmaceutical. For example, a new drug that is
a ligand for a receptor can be studied with PET by
imaging displacement of an existing PET tracer before
and after drug administration. The total radioactivity

this is reviewed elsewhere79. It remains to be deter-
mined under what circumstances radiolabelled choline
and amino acids outperform FDG.

The use of antisense tracers for targeting endoge-
nous mRNA levels would be very useful because of
the ability to adapt these approaches to target the
expression of almost any endogenous gene. By rear-
ranging the base sequence of the tracer, while keeping
the radiolabelling strategy the same, large libraries of
such tracers could be generated. Antisense probes of
high specific radioactivity have been developed, but it
remains uncertain whether these approaches will be
robust enough to image endogenous gene expression
in vivo 80–82. Problems of efficient delivery, non-spe-
cific interactions and sufficient efflux from cells that
do not contain target mRNA will need to be resolved.
Investigations to couple approaches with split
reporter proteins83 or trans-splicing approaches84–86,
in conjunction with HIV Tat-mediated delivery of
DNA, RNA or protein87, are being studied to image
mRNA levels. These approaches might provide signal
amplification by using mRNA hybridization to provide
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Figure 6 | MicroPET imaging of bi-directional inducible therapeutic and reporter-gene
expression. Sequential microPET (positron-emission tomography) imaging studies of a nude
mouse carrying four tumours. Four tumour cell lines — two positive controls (constitutive
reporter-gene expression), one negative control and one inducible line (reporter-gene
expression induced by doxycycline (see FIG.5 for expression system)) — were injected
subcutaneously into four separate sites in a single mouse. When tumours reached a size of at
least 5 mm, the mouse was imaged with 9-(4-[18F] fluoro-3-hydroxymethylbutyl)guanine
(FHBG). Doxycycline was then added to the water supply for 7 days. The mouse was then
scanned again with FHBG. Doxycycline was removed from the water supply for the next 7
days, and the mouse was again scanned with FHBG. The locations of the four tumours and
the mouse outline are shown by the dotted regions of interest. All images are 1–2 mm coronal
sections through the four tumours. The %ID/g (% injected dose per gram tissue) scale for
FHBG is shown on the right. The negative control tumours show no gene expression, and the
positive control tumours show increased expression over the time course. The tumour on the
top right, with inducible gene expression, initially does not accumulate FHBG, then at 7 days
after addition of doxycycline, induction of reporter-gene expression traps FHBG. Seven days
after withdrawal of doxycycline, there is decreased induction and minimal trapping of
FHBG.The FHBG image signal correlates well with target-gene expression (not shown).
Images reproduced with permission from REF. 63.© (2001) Nature Publishing Group.



© 2002 Nature Publishing Group
NATURE REVIEWS | CANCER VOLUME 2 | SEPTEMBER 2002 | 691

R E V I E W S

Prospects for the future
Clinical and small-animal PET should expand signifi-
cantly over the next decade, as more research groups and
clinical centres acquire these technologies. In addition,
small radiopharmacies with cyclotrons should continue
to grow, providing for the routine availability of FDG and
other existing tracers. The existing tracers could eventu-
ally give way to a newer generation of molecular probes
that are more sensitive and specific.Advances in detector
technology and image reconstruction techniques should
help to produce a new generation of scanners that have
better spatial resolution, sensitivity and significantly
improved throughput time (less than 10 minutes for the
entire body of a patient). PET will probably be replaced
by PET/CT systems to provide anatomical and functional
image information, especially as tracers become more
specific and lead to minimal background signal. The use
of PET/CT imaging in the diagnosis and management of
cancer patients will be expanded with the development of
new tracers. The use of PET/CT systems by radiation
oncologists to perform more detailed therapy planning
should also increase significantly.

It is likely that PET will be important in the molecu-
lar imaging of cancer; however, it will probably be part
of a multimodality imaging approach. There should be
continued roles for SPECT, CT, MRI, ultrasound and
new optical imaging approaches (for example, optical
breast-cancer imaging). PET will have an advantage in
terms of its greater sensitivity at all depths, as well as the
ability to use biological molecules that retain most, if
not all, their properties after being radiolabelled. These
advantages for PET will be coupled with significant
challenges of developing relatively large libraries of
useful tracers. PET assays will need to move towards
generalized tracers in which the radioisotope labelling
chemistry remains largely unchanged, but the underly-
ing molecular structure can be easily modified to image
a new molecular target. Alternatively, pre-targeting
approaches, in which a non-radioactive molecule is
administered first and followed by a tracer, might allow
signal amplification and generalization to many targets.

The next decade should see applications in individual-
ized or ‘customized’ imaging. Scenarios in which an indi-
vidual’s tumour is characterized in detail by gene and
protein profiling should allow the use of tracers that are
specific for the individual’s tumour. This could allow bet-
ter imaging during therapy and enhanced monitoring for
recurrence by using tracers that are optimal for a given
individual. Finally, the continued use of small-animal
PET in developing new pharmaceuticals, as well as PET
tracers for newly identified cancer targets, should help in
significantly enhancing the fields of tumour biology, and
cancer therapeutics and management. It will be impor-
tant to use PET with a specific tracer in clearly defined
populations of patients in which its efficacy has proved to
be cost-effective. Finally, all practitioners of molecular
imaging will need to work closely with engineering and
biological scientists, pharmaceutical companies and 
clinical oncologists to build the next generation of useful
tracers for PET and technologies that will some day sig-
nificantly expand the capabilities of PET use in oncology.

measured by PET can contain significant amounts of
radiolabelled metabolites, so that tracer kinetic mod-
elling and blood sampling of metabolites are often
needed to quantify the levels of drug.

It is also possible to start the process of merging
the development of a PET tracer and a pharmaceuti-
cal from a very early stage. This can be done by devel-
oping libraries of molecules that can be conveniently
radiolabelled and can also be used for screening for
therapeutic efficacy against one or more targets. The
advantage of being able to study a radiopharmaceuti-
cal in an animal model and then quickly move into
human studies is an important area that is likely to be
used for many drugs. Clinical trials might be acceler-
ated through earlier human studies to rule out drugs
that have unfavourable biodistribution and/or phar-
macokinetics. This ability to translate easily from ani-
mal to human studies should help to increase the use
of PET for drug development. Additionally, the devel-
opment of new PET tracers should be enhanced by
greater partnerships between the pharmaceutical and
imaging communities101–105.

Coronal PET Transverse PET Transverse PET/CT

Transverse CT
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T1
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Figure 7 | FDG PET/CT imaging for improved patient
management. Shown are images from a new generation
of hybrid positron-emission tomography (PET) and
computed tomography (CT) dual-modality scanner. This
scanner can take both PET and CT images in the same
patient, allowing registration of functional (PET) and
anatomical (CT) information. The patient is a 42-year-old
smoker with known non-small-cell lung cancer and referred
for a PET/CT scan for staging his disease before potential
surgery. 2-[18F]fluoro-2-deoxy-D-glucose (FDG) PET coronal
image shows the lung tumour in the left lower lobe (T1), but
a second area of increased uptake is seen in the
mediastinum (T2). On the FDG PET transverse images, this
second lesion localizes to the middle mediastinum. FDG
PET alone in this setting would indicate that this is probably
a lymph node of the known lung carcinoma. However, the
transverse section of the PET/CT shows that this second
area is localized in the oesophageal wall and is not a distinct
lymph node. This patient had an additional biopsy that
proved oesophageal cancer. This case illustrates the
importance of having anatomical definition for the PET
study. As PET tracers further improve and localize only to
the site of a tumour, it will be vital to have information on the
exact anatomical location(s) of tracer uptake. Brain (Br),
tumours (T1,T2), kidneys (K), bladder (B). Images provided
courtesy of Gustav K. von Schulthess, University Hospital,
Zurich, Switzerland.
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Imagine seeing a specific molecular target in a live
animal, following a drug’s distribution in the same
animal and quantitating the drug’s direct effect on the
target, all in a matter of minutes. Although this
prospect might have seemed utopian a few years ago,
enabling technologies, such as novel imaging modalities
and molecular probes, are being developed at a rapid
pace and should allow these questions to be addressed
routinely in the not-too-distant future. The wide-
spread availability of mouse imaging systems is not as
far off as many researchers might think. These systems
(TABLE 1) are generally cheaper than their clinical
counterparts and can be housed in basic science labo-
ratories (see REF. 1 for a review). Given the increasingly
common use of mouse models of disease to validate
potential drug targets, to assess therapeutic efficacy
and to identify and validate biomarkers of drug efficacy
and/or safety, the ability to image mouse models non-
invasively would have far-reaching applications in
drug discovery and development.

Historically, in vivo imaging methods have largely
relied on imaging gross anatomy, and diseases or treat-
ment effects were mostly detected as structural abnor-
malities (these methods occasionally being referred to
as structural or conventional imaging). With higher
spatial resolutions and the advent of imaging agents, it
became possible to image at the mesoscale and there-
fore derive physiological parameters in live subjects
(this is often called functional imaging). More recently,

it has become possible to image specific molecules and
targets, a field that is often referred to as molecular
imaging. Indeed, molecular imaging can be used to
either image the administered drug directly (for
example, following its distribution and target binding)
or the target itself (for example, receptor expression
and modulation of downstream targets). For the
newer molecular imaging tools to be useful, there are
two prerequisites: first, they must have the high sensi-
tivity that is required to monitor interactions at a
molecular level and also have sufficiently high spatial
resolution to image mouse models of human disease;
and second, more target-specific molecular probes
must become available. The goal of this paper is to
briefly review the available imaging modalities, high-
light some uses of anatomical and functional imaging
and then focus on exciting advances in molecular
imaging (FIG. 1) and how they will affect drug discovery
and development. For more in-depth reading on specific
imaging modalities and diseases, the reader is referred
to several recent review articles1–7.

Imaging modalities
Imaging technologies exploit the interaction of various
forms of energy with tissues to non-invasively visualize
the body. Some technologies, such as MAGNETIC RESONANCE

IMAGING (MRI) and X-RAY COMPUTED TOMOGRAPHY (CT),
rely solely on energy–tissue interactions, whereas others,
such as POSITRON EMISSION TOMOGRAPHY (PET), require the
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fluorescence and bioluminescence imaging, are of
particular value for mapping specific molecular events
in mice and for tracking cells. They are also cheap, fast
and do not require radionuclides. Several other imaging 
technologies (for example, magnetic resonance spectros-
copy, electron magnetic resonance and optical spec-
troscopy) are under development; however, these are
less well established for drug development.

Many of these non-invasive technologies were
originally developed for human use, but have recently
been scaled down to allow the high-resolution imaging
of mice. This is highly relevant, because as genomics
provides us with better animal models of disease, imaging
readouts can be used to evaluate novel therapeutics. In
addition, some of the imaging modalities fulfil the
bench-to-bedside model, that is, they can be applied to
mice, other rodents and primates and can ultimately be
used in clinical trials. From the perspective of drug
development, such tools will be highly valuable. In the
following sections, we consider the integration of non-
invasive imaging methods into modern drug  discovery
and development (FIG. 1).

Structural and functional imaging
Characterizing disease models and evaluating efficacy.
High-resolution structural and functional imaging has
become increasingly important in drug development,
both experimentally and clinically. Its main advantages
over other biomarkers (for example, tissue sampling,
excision and fluid analysis) are the direct visualization

administration of imaging agents or reporter probes
(which can be targeted to specific cells or receptors;
see below).

The choice of imaging modality in drug develop-
ment depends primarily on the specific question to be
addressed and different imaging techniques are, in
general, complementary rather than competitive. The
versatility of MRI has made it a widely used tool in
pharmaceutical research. Owing to its excellent soft-
tissue contrast properties, MRI allows for the sensitive
detection of soft-tissue pathologies and, in addition,
yields valuable physiological information. Today, MRI
has evolved to be the imaging modality of choice for
studying diseases of the central nervous system, such as
stroke, neurodegenerative disorders and multiple sclero-
sis, and provides qualitative diagnostic and quantitative
morphometric information, as well as functional/
physiological readouts (FIG. 2). The technique is also
widely used to diagnose and stage visceral pathologies
(for example, neoplastic structures and cardiovascular
diseases) or musculoskeletal diseases (for example,
rheumatoid arthritis). CT is the classical anatomical
imaging modality and is particularly suited for the study
of skeletal structures and of the lung. Nuclear imaging
techniques such as PET offer the sensitivity required to
monitor drug distribution, pharmacokinetics and
pharmacodynamics, and for imaging specific molecular
end points. Depending on the ligands and radionuclides
used, a myriad of molecular end points can potentially
be visualized. Newer optical imaging techniques, such as 

X-RAY COMPUTED

TOMOGRAPHY

(CT). As generated X-rays pass
through different types of tissue,
they are deflected or absorbed 
to different degrees. CT uses 
X-rays to obtain three-
dimensional images by rotating
an X-ray source around the
subject and measuring the
intensity of transmitted X-rays
from different angles.

POSITRON EMISSION

TOMOGRAPHY

(PET). A tomographic imaging
technique that detects nuclides as
they decay by positron emission.
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Table 1 | Overview of high-resolution, small-animal imaging systems

Technique Resolution Depth Time Imaging agents Target* Cost‡ Primary small- Clinical
animal use use

MR 10–100 µm No limit Minutes–hours Gadolinium, A, P, M $$$ Versatile imaging Yes
dysprosium, modality with high 
iron oxide particles soft-tissue contrast

CT 50 µm No limit Minutes Iodine A, P $$ Lung and bone imaging Yes

Ultrasound 50 µm Millimetres Minutes Microbubbles A, P $$ Vascular and Yes
interventional imaging

PET 1–2 mm No limit Minutes 18F,11C,15O P, M $$$ Versatile imaging Yes
modality with many 
different tracers

SPECT 1–2 mm No limit Minutes 99mTc, 111In chelates P, M $$ Commonly used to  Yes
image labelled antibodies, 
peptides and so on

FRI 2–3 mm <1 cm Seconds–minutes Photoproteins (GFP), P, M $ Rapid screening of Development
NIR fluorochromes molecular events in 

surface-based tumours

FMT 1 mm <10 cm Seconds–minutes NIR fluorochromes P, M $$ Quantitative imaging of Development
targeted or ‘smart’
fluorochrome reporters
in deep tumours

BLI Several Centimetres Minutes Luciferins M $$ Gene expression, cell No
millimetres and bacterial tracking

Intravital 1 µm <400 µm Seconds–minutes Photoproteins (GFP), P, M $$$ All of the above at higher Limited
microscopy Fluorochromes resolutions but at limited development
(confocal, depths and coverage (skin)
multiphoton)

*Primary area that a given imaging modality interrogates: A, anatomical; M, molecular P, physiological. ‡Cost of system: $ <100,000; $$ 100–300,000; $$$: >300,000. 
BLI, bioluminescence imaging; CT, X-ray computed tomography; FMT, fluorescence-mediated molecular tomography; FRI, fluorescence reflectance imaging; GFP, green
fluorescent protein; NIR; near-infrared; MR, magnetic resonance; PET, positron emission tomography; SPECT, single-photon emission computed tomography.
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means that labelling only minimally affects, if at all, the
chemical/physicochemical properties of the com-
pound, allowing the monitoring of the drug biodistrib-
ution. As an example, a study showing the distribution
of fluconazole, a fluorine-containing anti-fungal agent,
is shown in FIG. 3 (REF. 35). PET imaging was used to
obtain detailed quantitative information on fluconazole
kinetics and dynamics in various tissues, including the
human brain. Another approach frequently used in
PET imaging is to analyse the inhibition of specific
binding of a well-characterized PET radioligand by an
unlabelled drug.

Labelling the target
Imaging target distribution and function. Advances in
genomic, proteomic and chemical sciences have acceler-
ated the development of ever-more-precise therapeutics
aimed at specific molecular targets associated with dis-
ease. Examples of such therapies include inhibitors of
specific kinases (for example, Glivec/Gleevec, which
targets the BCR–ABL receptor tyrosine kinase36),
receptors15 or proteinases37. Ideally, we would like to
monitor these directed therapies by visualizing the
intended drug target and then image the functional con-
sequences of drug–target interactions in live animals and,
ultimately, in patients. Specifically, we would like to know
whether a putative drug reaches the target, whether it
affects target expression and/or function (up- or down-
regulation, activation or  inactivation) and, ultimately,
whether the drug has a disease-modifying effect. Such
information can potentially be provided by molecular
imaging techniques1. The central challenge for molecular
imaging is to develop specific reporter probes and ampli-
fication strategies to differentiate target information from
non-specific background noise so as to be able to cope
with low (sub-nanomolar) target concentrations.

The design of molecular reporter probes is vari-
able, but typically involves either ‘targeted agents’ or
‘activatable agents’1. Targeted agents are essentially
small molecules, peptides, metabolites, aptamers, anti-
bodies or other molecules labelled with a reporter
moiety that can be detected by a given imaging modality
(for example, 11C- and 18F-labelled PET ligands7,30,33,
111In- or 99mTc-labelled ligands38, fluorochrome-
labelled ligands39–41 and magnetic ligands42–44). In vivo

of disease processes, the ability to quantitate changes
over time and the non-invasive nature of the tests. As
an example, FIG. 2 shows how MR can be used to image
the development of pathology in a rodent model of
human embolic stroke. MR techniques allow the pre-
cise localization of the site of vascular occlusion8, the
quantification of the ensuing perfusion9 and the oxy-
genation deficits10 leading to energy failure, membrane
breakdown and cytotoxicoedema11. Later steps in the
pathophysiological cascade include the breakdown of
the blood–brain barrier, the formation of vasogenic
oedema12 and the infiltration of inflammatory cells, all
of which are detectable by MRI13. The efficacy of cyto-
protective therapy has been commonly assessed using
structural readouts, that is, using estimates of infarct
volumes coupled with the assumption that structural
damage is a surrogate for clinical outcome. More
recent data, however, indicate that structural integrity
(that is, normal appearance in anatomical images) is a
necessary but not sufficient criterion for functional
integrity as revealed by functional MRI (fMRI) studies
of brain function14. Both anatomical and functional
read-outs have therefore become established in
research to determine the efficacy of newer thrombo-
lytic and cytoprotective therapies3,12. For clinical
applications, however, some of these surrogate markers
of drug development have not yet been accepted by the
US FDA. Similar structural and functional imaging
approaches have been used to determine the efficacy of
anti-angiogenic therapies15–19, anti-inflammatory
treatments20,21, apoptosis-inducing agents22–24 and
many other areas of drug action.

Labelling the drug
Imaging biodistribution and pharmacokinetics.
Although the biodistribution and pharmacokinetics of
new agents in rodents are still commonly measured by
blood and tissue sampling or autoradiography, nuclear
imaging techniques have gained in importance7.
Nuclear techniques — in particular, quantitative PET
imaging — can now be carried out in small rodents25–28

and are routinely used in canine and primate models,
as well as being used clinically. A particularly exciting
aspect of PET is the fact that many drugs can be
labelled with 11C or with 18F (REFS 7,29–34), which
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Figure 1 | Imaging applications in the drug discovery and development process.
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neuroreceptor-specific PET tracers, improvements in
PET camera resolution, the availability of small-animal
PET cameras25 and improved communication between
academia and drug companies. A significant number of
small-molecule receptor ligands have been labelled with
11C and 18F, and some of these ligands readily cross the
blood–brain barrier and bind to their intended targets.
In particular, the dopamine and SEROTONIN (5-HT) RECEPTOR

SYSTEMS have been investigated32,50,54. Using such specific
ligands, PET studies have provided information on the

visualization of a target requires specific enrichment of
the reporter probe at the target site, that is, we have to
wait until the non-bound fraction of the reporter probe
is eliminated to minimize the background signal. Many
types of targeted imaging agent have been developed for
different imaging techniques (BOX 1).

During the past several years, there has been an
increasing interest in PET imaging as a tool in central
nervous system drug discovery and development30,45–53.
This has been primarily due to a growing list of

SEROTONIN SYSTEM

This is an important
neurotransmission network
involved in aggressive and sexual
behaviour, depression, anxiety,
the sleep–wake cycle, moods,
thermoregulation and other
functions.
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Figure 2 | Structural and functional imaging. Conventional structural and functional imaging has an increasingly important role 
in drug development. Using embolic stroke and stroke treatment, this figure summarizes the available imaging read-outs and their
role in different therapeutic regimens and timing. Initially, angiographic techniques can visualize the occlusion, while other magnetic
resonance imaging techniques allow the visualization of perfusion and oxygenation deficits. At later time points, diffusion and T2

imaging can be used as surrogates for membrane failure and tissue necrosis (vasogenic oedema). Using imaging agents, cellular
infiltration and repair processes can be visualized at later points. Brain function is assessed by functional magnetic resonance
imaging (fMRI) methods that probe local changes in the haemodynamic parameters associated with neuronal activity. Peripheral
sensory stimulation of the forepaws leads to fMRI signal in the corresponding somatosensory cortices. After middle cerebral artery
(MCA) occlusion, the ipsilateral functionality is lost. The therapeutic objective is to restore function either by sparing the respective
area from becoming necrotic or by enhancing plasticity (for more information, see REF. 3).
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metalloproteinase (MMP)2 expression in tumours is
visualized using an activatable NIRF agent57. Impor-
tantly, the efficacy of the model MMP2 inhibitor
AG3340 (prinomastat) could be imaged directly after
the initiation of drug therapy, and the dose could be
tailored accordingly57. Activatable NIRF agents have
now been developed for several proteases (BOX 1), and
the number of available imaging agents is continu-
ously growing. A recently established NIH database —
the Molecular Imaging (MOLI) database (see online
link) — links the rapidly growing number of imaging
agents to the respective targets.

Targeted and activatable imaging probes are key
enablers for visualizing drug–target interactions. From a
drug developer’s point of view, this is certainly a highly
attractive feature; however, additional downstream read-
outs of drug efficacy are equally important. These surro-
gate markers might include the activation of individual
signalling pathways or markers of metabolic or physio-
logical processes. In an ideal scenario, we would like to
have both a direct target-specific read-out and a down-
stream effector read-out, a result that could be achieved
with multichannel imaging58. Although the recently
reported armamentarium of newer imaging probes is
welcome, there remain two methodological hurdles:
improving intracellular delivery and developing better
amplification methods. Many of the potential molecular
imaging targets are located intracellularly. In general,
MRI and optical imaging use large reporter moieties,
and although such probes can easily target endovascular
receptors, interstitial targets or the lysosomal compart-
ment, cytoplasmic or other intracellular locations are
more difficult to access. More recently, signalling pep-
tides have been used for intracellular targeting and
directing imaging agents59,60.An alternative solution is to
use radionuclide-labelled small molecules with
improved cellular permeation.Another area of potential
improvement concerns the development of more effi-
cient biocompatible amplification strategies (both
chemical and biological). These include, for example,
multivalency to improve affinity61, cellular internaliza-
tion and trapping of imaging ligands59,62,63, MR imaging
agents with higher relaxivity and lower detection thres-
holds, chemical-shift reagents64 or fluorescent lifetime
agents to reduce background noise65.

Optical technologies for molecular imaging
Continued advances in fluorescent probe design, photo-
proteins and detection systems are facilitating the
application of novel imaging technologies in drug dis-
covery. The adaptation of these tools to the imaging of
deep tissues in live animals is now changing the way
we visualize molecular processes in vivo and, ulti-
mately, in the clinic. The primary enablers have been
progress in mathematically modelling photon propa-
gation in tissue, expanding biologically compatible
near-infrared (NIR) probes and the introduction of
highly sensitive photon-detection technologies.
Fluorescence- and bioluminescence-imaging tech-
niques are of particular interest to the drug discovery
and development process because of their low cost,

amount of a therapeutic drug that gets into the brain,
the minimum effective dose, the duration of action or
the binding-site occupancy required to elicit a particular
therapeutic or behavioural effect. FIG. 3 shows one
example of how imaging of the 5-HT

2
receptors in the

human brain can be used to evaluate the effect of an
oral dose of the antipsychotic agent ziprasidone within
4 h of administration31,32.

Activatable, or smart, probes are fundamentally
different from targeted probes in that they undergo
chemical or physicochemical changes on target interac-
tion and, as such, have a built-in amplification strategy.
Examples of activatable imaging agents include caged
near-infrared fluorochromes (NIRF)2, paramagnetic
agents that change spin-lattice relaxivity on activation55

or superparamagnetic sensors56. One example of a pro-
tease activatable agent is shown in FIG. 4, in which matrix
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Figure 3 | Imaging drug pharmacokinetics and pharmacodynamics. a | Representative
positron emission tomography (PET) images of human subjects injected with18F-fluconazole.
Images are displayed with a common colour scale (µg ml-1 tissue; reprinted with permission from
REF. 35 © (1993) American Society for Microbiology). b | Axial, sagittal and coronal images of a
healthy volunteer injected with the 5HT2 ligand 18F-setoperone to image serotonin (5HT2)
receptor occupancy. The top row is before and the bottom row after administration of 40 mg of
oral ziprosidone, an antipsychotic agent with high affinity for serotonin and dopamine receptors.
Fitting of cortical data was used to determine binding constants and receptor occupancy.
Reprinted with permission from REF. 32 © (1996) American Society for Pharmacology and
Experimental Therapeutics.
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substrate–enzyme pairs76, although several other
luciferase–luciferin combinations can be used for image
generation77,78. Unlike fluorescence techniques, there is
no inherent background signal, which means that BLI is
highly sensitive. In contrast to radionuclide imaging
techniques, the interpretation of bioluminescence
images can be more challenging because of the frequent
positional uncertainty of the light-emitting cells. Hence,
the primary applications of BLI have so far been either
qualitative (“Is luciferase expressed or not?”) or as a
semiquantitative imaging tool to follow the same animal
under identical conditions. BLI has been used to monitor
the efficacy of antibiotic or chemotherapeutic agents, to
identify transgenic mice that use luciferase as a reporter
gene and to visualize the activation of specific pathways
and cellular processes2,76,78. BLI is less likely to be used in
human patients, owing to limitations in light penetration
and the fact that stable expression of luciferase (or an
analogous system) is required to generate a signal.

Impact of imaging on drug discovery
The above examples illustrate the potential of established
and emerging imaging technologies in drug discovery
and development. When applied properly, imaging
methods offer several advantages over other current
practices. The use of imaging end points instead of
time-consuming dissection and histology can signifi-
cantly decrease the workload involved in tissue analysis
and thereby speed up the evaluation of drug candi-
dates. Imaging might provide biomarkers of a disease
process and therefore help to define stratified study
groups. As imaging methods are non-invasive, they
allow for longitudinal studies in a single animal. This
increases the statistical relevance of a study, allows for
more clinically relevant study designs and decreases the
number of animals required. Imaging will also provide
important information on the optimal timing and
dosing of drugs. Finally, emerging molecular-imaging
tools can provide much earlier surrogate markers of
therapy success than is at present possible.

versatility and high-throughput capability. There are
several other optical techniques being developed, such
as NIR spectroscopy66,67, in vivo Raman spectroscopy68

and multiphoton imaging5,69.
In fluorescence imaging, the energy from an external

source of light is absorbed and almost immediately re-
emitted at a longer wavelength of lower energy.
Fluorescence imaging can be carried out at different
resolutions and depth penetrations ranging from
micrometres  (intravital microscopy5) to centimetres
(FLUORESCENCE-MEDIATED MOLECULAR TOMOGRAPHY; FMT70).
One of the key strategies for imaging deeper tissues (that
is, more than a few millimetres) has been to use NIR
light combined with NIR fluorochromes. Imaging in the
NIR region has the advantage of minimizing tissue auto-
fluorescence, which will improve target/background
ratios. FLUORESCENCE REFLECTANCE IMAGING (FRI) can be a
useful technique when probing superficial structures
(<5 mm deep), for example in small animals57, during
endoscopy71,72, dermatological imaging73, intravascular
catheter-based imaging or intraoperative imaging74.
FMT, the newest optical imaging technology, has
recently been shown to three-dimensionally localize and
quantify fluorescent probes in deep tissues at high sensi-
tivity. Indeed, it has become possible to image and,
importantly, quantitate fluorochrome concentrations at
femtomolar levels and at a sub-millimetre spatial reso-
lution of point sources in small animals (FIG. 4, REF. 70). In
the near future, FMT techniques are expected to
markedly improve in spatial resolution by using higher-
density detector systems and advanced photon technolo-
gies, such as modulated-intensity light or very-short
photon pulses. Clinical FMT imaging applications will
ultimately require highly efficient photon-collection
systems, but penetration depths of up to 10 cm are
theoretically achievable depending on tissue type75.

Bioluminescence imaging (BLI) detects luminescence
generated by a biochemical reaction during which a
photon is released. Firefly luciferin (a benzothiazole) and
photinus luciferase are the most commonly used 

FLUORESCENCE-MEDIATED

TOMOGRAPHY

A tomographic reconstruction
method developed for in vivo
imaging of fluorescent probes.
Images of deep structures are
mathematically reconstructed
by solving diffusion equations,
under the assumption that
photons have been scattered
many times.

FLUORESCENCE REFLECTANCE

IMAGING

A simple method of image
acquisition similar to
fluorescence microscopy, except
that different optics allow image
acquisition of whole animals.
Mostly suited for surface
tumours or surgically exposed
tumours.

Box 1 | Some examples of existing imaging targets/probes used for in vivo imaging

• Proteases: cathepsin B, cathepsin D, cathepsin K, matrix metalloproteinase (MMP)1, MMP2, MMP7,
cytomegalovirus protease, human immunodeficiency virus protease, herpes simplex virus protease, hepatitis C virus
protease, caspase-1, caspase-3 and thrombin.

• Receptors: somatostatin, bombesin, dopamine D
2

and D
1
, serotonin, benzodiazepine, opioid, acetylcholine,

adrenoceptor, oestrogen, cholecystokinin, epidermal growth factor receptor, vascular endothelial growth factor
receptor (VEGFR), glycoprotein Ib/IIIa, folate, insulin, neurokinin, transforming growth factor, asialoglycoprotein
and adenosine 2.

• Enzymes: herpes simplex virus thymidine kinase, farnesyl transferase, toposiomerase, cytochrome p450, hexokinase,
3-hydroxyacyl-coenzymeA dehydrogenase (HAD), choline metabolism, citrate metabolism, protein synthesis 
(amino acids), Akt kinase, β-galactosidase and glutamate carboxipeptidase.

• Angiogenesis: E-selectin, ανβ3
,VEGFR, human vascular cell adhesion molecule 1, endoglin (CD105), thrombin 

and endostatin.

• Apoptosis: annexin-V, caspase-3, PtdS-binding protein, synaptotagmin and tumour necrosis factor-related
apoptosis-inducing ligand.

• Cellular tracking: CD8, CD4, CD34, neural progenitor cells, stem cells, macrophages, dendritic cells and tumour cells.
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kinase inhibitor). This is in part due to the fact that
many of the newer imaging tools have not yet been
sufficiently validated, at least for regulatory purposes.
Second, molecular-imaging biomarkers, at present, exist
only for a few targets and/or pathways and substantial
development is still required. Third, molecular-imaging
agents have to undergo lengthy approval processes
(often longer than for a therapeutic agent) before their
clinical use. Fourth, despite the efforts of various
organizations in Europe and the United States (for
example, the Society for Noninvasive Imaging in Drug
Discovery (SNIDD); see online links), the interactions

In view of these arguments, it is reasonable to
assume that imaging might reduce the development
time of new drugs and provide tools for faster proof-of-
concept testing in clinical studies. The latter is of key
interest to the pharmaceutical industry, so why are
molecular-imaging biomarkers not already being widely
used as end points in clinical trials? First, regulatory
agencies have historically relied on end points that
require lengthy trials (for example, survival) rather than
embracing new read-outs (for example, imaging vascular
endothelial growth factor (VEGF)-receptor expression
or a downstream target for a VEGF-receptor tyrosine
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Figure 4 | Fluorescence molecular imaging. a | Visualization of matrix metalloproteinase (MMP)2 inhibition in a mouse tumour model
using an MMP2-activatable, near-infrared (NIR) imaging probe and fluorescence reflecting imaging (FRI). Colour-coded in tumours
maps of MMP2 activity are shown merged onto white-light images. b | Before treatment, in tumours MMP2 activity is high and
decreases markedly within 48 h of an intravenous dose (150 mg kg-1) of the MMP inhibitor prinomastat. Reprinted with permission from
REF. 57 © (2001) Macmillan Magazines Ltd. c | Quantitative fluorescence-mediated tomography (FMT) imaging70 in a mouse model of
lung tumour. The animal had been treated with cisplatin and treatment efficacy is shown as binding of NIR fluorochrome-annexin V 
to apoptotic tumour cells. The bottom row shows reconstructions of the tumour in the three orthogonal planes. Images courtesy of V.
Ntziachristos and R. Schulz. d | Accuracy of reconstructed fluorochrome concentrations from within tissue phantom.
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believe it should drive specific developments for its
unique needs. This is particularly true for molecular-
imaging applications, for which imaging and therapeutic
targets are often the same. A highly specific therapy
depends crucially on surveillance strategies (diagnostic
kits), which allow for patient selection and close moni-
toring of the therapy response. Obtaining objective
readouts for a patient might also help in tailoring the
dosing regimen. The prerequisites for new imaging
agents and approaches are clear: the techniques have to
be quantitative, reproducible, specific, sensitive, applic-
able to clinical practice and safe. Developing novel
imaging techniques and agents as part of the drug dis-
covery process therefore seems a logical choice. Not
only will this speed up drug discovery, but it will also
ultimately reduce costs and result in better medicines.

between the larger imaging and drug development com-
munities have been limited. This is partly due to intellec-
tual property issues but also because of National Institutes
of Health priorities in funding disease detection and char-
acterization rather than the development of biomarkers.
It is clear that closer and more widespread interactions
between these communities would be of mutual interest.
Finally, imaging competes with alternative technologies
that can provide similar decision-making information;
genomic and proteomic sciences detect altered expression
levels associated with disease and/or therapy response,
and metabonomics potentially yields biomarkers for drug
efficacy or for potential safety issues79.

Given the broad possibilities, it seems obvious that
the pharmaceutical industry must invest in conven-
tional and novel imaging technologies — indeed, we
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Our understanding of biological systems is increas-
ingly dependent on our ability to visualize and
quantify signalling molecules and events with high
spatial and temporal resolution in the cellular con-
text. Advances in fluorescence microscopy and the
engineering of the green fluorescent protein (GFP)
from Aequorea victoria into mutants with improved
properties and altered colours have provided the
basic tools that allow the investigation of more com-
plex processes in live cells. The primary advantages
of fluorescent protein-based indicators over simple
organic dyes are that they can be designed to
respond to a much greater variety of biological
events and signals, targeted to subcellular compart-
ments, introduced into a wider variety of tissues and
intact organisms, and they very rarely cause photo-
dynamic toxicity. This review highlights recent
advances in the development of fluorescent probes
for cellular applications, and focuses on those that
can resolve spatial and temporal patterns through
targeting to subcellular compartments. As the num-
ber of successful genetically-encoded reporters
increases, several design trends and considerations
are becoming apparent (BOX 1). We highlight the
most versatile and modular of these designs as the
blueprints for the construction of new and better
reporters.

Recent advances in fluorescent proteins
New variants of green fluorescent protein. There is a con-
tinuing effort to develop new GFP variants with altered
excitation and emission wavelengths, enhanced bright-
ness and an improved pH resistance relative to the origi-
nal enhanced green (for example, S65T and EGFP), cyan
(CFP), and yellow (YFP) variants1–5. From now on we
refer to the entire class of Aequorea-derived fluorescent
proteins as AFPs, whereas we use ‘GFP’ to denote green
members of that family. The newest colour in the AFPs
is ‘CGFP’, the Thr203Tyr mutant of CFP (where Thr is
threonine and Tyr is tyrosine). CGFP has an excitation
and emission wavelength that is intermediate between
CFP and EGFP2. Despite its dimness and broad excita-
tion and emission peaks, the remarkably pH-resistant
CGFP might find a use in the labelling of acidic
organelles. First-generation YFPs such as GFP–Ser65Gly/
Ser72Ala/Thr203Tyr6 (where Ser is serine, Gly is
glycine and Ala is alanine) were notorious for their sen-
sitivity to pH, chloride fluctuations and PHOTOBLEACHING.
A second-generation enhanced YFP (YFP–Val68Leu/
Gln69Lys; where Val is valine, Leu is leucine, Gln is
glutamine and Lys is lysine) slightly improved acid
resistance, but only in third-generation derivatives
named ‘Citrine’3 (YFP–Val68Leu/Gln69Met; where
Met is methionine) and ‘Venus’4 (YFP–Phe46Leu/
Phe64Leu/Met153Thr/Val163Ala/Ser175Gly; where
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geoffroyi, which can be converted from a green to a 
stable red fluorescent protein by irradiation with
350–400-nm light11. This colour change corresponds
to a 2,000-fold increase in the red to green ratio and
allows both the irradiated and unirradiated species to
be visualized separately with excitation wavelengths
(475 and 550 nm) that do not cause any further colour
change. At present, Kaede exists as a tetramer; if it can
be mutated to a monomer, it should match or surpass
PA–GFP in its ability to reveal the dynamic trafficking
of fusion proteins.

In addition to the photoenhancement of fluorescence
described above, AFP fusions find use in fluorescence
recovery after photobleaching (FRAP), fluorescence loss
in photobleaching (FLIP), and fluorescence correlation
spectroscopy (FCS) — other powerful techniques that
can assess protein trafficking and mobility in live cells
(for a review, see REF. 12).

Limiting monomer–monomer interactions. The only
instance when the weak tendency of AFPs to dimerize
has been documented to cause artefacts or dysfunc-
tion was in the clustering of lipid-anchored AFPs on
the plasma membrane13. At high concentrations,
AFPs might interact with each other, which results 
in a false-positive interaction as determined by 

Phe is phenylalanine) has the chloride sensitivity
been eliminated and the sensitivity to pH changes
and photobleaching improved greatly. Specifically,
Citrine remains 50% fluorescent at the lowest pH
(5.7) that has been reported so far for a YFP and
shows a twofold increase in photostability relative to
YFP–Val68Leu/Gln69Lys, whereas Venus is the bright-
est and fastest maturing (with reference to the devel-
opment of fluorescence) YFP so far. Unfortunately,
simply transferring the crucial Gln69Met mutation of
Citrine to Venus did not confer improved photostabil-
ity4 on Venus, and so there is not yet a single YFP that
is superior for all applications.

Fluorescent ‘highlighters’. Fluorescent proteins that can
be modulated photochemically are molecular ‘high-
lighters’ that allow specific organelles or protein sub-
populations to be marked by brief, localized, intense
illumination and then tracked in space and time. Early
versions showed only a modest contrast7 or could only
be used under anaerobic conditions8,9. A new YFP
mutant, ‘PA–GFP’ (GFP–Val163Ala/Thr203His; where
His is histidine) undergoes up to a 100-fold increase in
fluorescence (excitation at 488 nm) when illuminated
at 413 nm10. An even more spectacular fluorescent
protein is ‘Kaede’ from the stony coral Trachyphyllia

Box 1 | Considerations in designing and constructing AFP-based fluorescent reporters

Choice of Aequorea fluorescent protein (AFP) variant(s)
• For intermolecular fluorescence resonance energy transfer (FRET)-based reporters (FIG. 5a), non-oligomerizing cyan

fluorescent protein (CFP) and yellow fluorescent protein (YFP) variants that incorporate the Ala206Lys mutation
(where Ala is alanine and Lys is lysine) are strongly recommended.

• For intramolecular FRET-based reporters (FIG. 5b), CFP should be paired with one of the latest generation YFPs such as
Citrine or Venus. Further improvements to monomeric red fluorescent protein (mRFP) should provide a new FRET
partner for GFP.

• For single-fluorophore conformation-sensitive reporters (FIG. 4), insertion at Tyr145 (where Tyr is tyrosine), or the use
of a circularly permuted AFP or YFP is recommended.

Spectral response
• The dynamic response range of the reporter must span physiologically relevant conditions.

• A ratiometric response, as obtained from a FRET reporter, is preferable to a simple increase in fluorescence intensity.

• For most reporter constructs, optimization of polypeptide linkers between components of the reporter is crucial for the
success of the construct or for maximizing the fluorescent response.

Spatio-temporal resolution
• Spatio-temporal resolution will be lost with a freely diffusing cytosolic reporter that responds slowly relative to the

timescale of diffusion.

• Genetic targeting to a compartment or anchoring to a subcellular structure can improve spatio-temporal resolution.

Perturbation of intracellular conditions
• Depending on the design strategy and the expression level, the introduction of the reporter might perturb the cellular

component of interest or be toxic.

Specificity
• The reporter must respond to only the stimulus of interest.

• Genetic targeting can help increase biological specificity.

Versatile molecular construction
• Consideration of the available structural data can provide a rational basis for reporter construction.

• Ideally, the design strategy should be transferable to other members of the same protein family and structural
homologues.
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protein retains the green fluorescent 490-nm excitation
peak that is associated with its ‘GFP-like’ intermediate. In
addition, DsRed is an obligate tetramer that will almost
certainly tetramerize any cellular protein to which it is
fused17,18. If the fusion partner is a monomeric protein,
tetramerization might not necessarily be detrimental, but
if the partner has any tendency to oligomerize by itself,
gross aggregation and precipitation of the fusion is likely.
If aggregation does occur, one strategy that has proven
successful for both hexameric connexin-43 (REF. 19) and
dimeric thymidine kinase20 fused to DsRed, is to co-
express either the unfused or EGFP-fused target protein,
but this approach requires the titration of co-expression
levels and dilution of the desired red signal.

A more universal solution to the problem of
oligomerization is to re-engineer the RFP using a com-
bination of targeted and random mutagenesis to mini-
mize the oligomerization and other limitations of
wild-type DsRed21–25. The original commercially avail-
able form of DsRed (known as DsRed1), which incor-
porated mammalian codon-usage preferences, was
replaced by DsRed2, which showed a 2–3-fold improve-
ment in the speed of fluorescence maturation at 37°C
and a diminished 475-nm excitation peak22,26. DsRed2
has, in turn, been effectively superseded by T1, which
reaches its full red fluorescence within tens of minutes23.
T1 is now commercially available as DsRed-Express
(Clontech, Palo Alto, USA). The first effectively 
non-oligomerizing RFPs came with the development of
red fluorescent tandem dimers, in which two dimer-
forming subunits are concatenated with a spacer that
allows them to satisfy their crucial dimer interactions
through intramolecular contacts24,27. The most recent
advance is the engineering of a completely monomeric
DsRed variant (mRFP1) that matures quickly, has no
residual green fluorescence and excitation and emission
wavelengths that are about 25 nm longer than the previ-
ous DsRed variants24 (FIG. 1b). At present, mRFP1 is
probably the best starting point for the construction of
red fluorescent fusion proteins, even though it sacrifices
some QUANTUM YIELD and photostability relative to the
tandem dimer that is derived from DsRed (REF. 24).

Finding more fluorescent proteins. The search for new
fluorescent proteins in coelenterate marine organisms
has resulted in the discovery and cloning of approxi-
mately 30 distinct fluorescent proteins, although all but
a handful of these remain minimally characterized28,29.
Several of these proteins that deserve a special mention
include: the dimeric Renilla mulleri GFP, with its excep-
tionally narrow excitation (498 nm) and emission (509
nm) peaks30; the DsRed homologues asFP595 (REF. 31)

from Anemonia sulcata and dsFP593 (REF. 32) from
Discosoma, which were engineered for improved red
fluorescence at 595 nm and 616 nm respectively; the
dimeric but dim HcRed from Heteractis crispa, which
was derived from a tetrameric non-fluorescent chromo-
protein and emits at 618 nm26,33; and finally eqFP611
from Entacmaea quadricolor, a tetrameric red fluorescent
protein that emits at 611 nm and that can be dissociated
to monomers at a high dilution34.

FLUORESCENCE RESONANCE ENERGY TRANSFER (FRET). This ten-
dency to dimerize14,15 can be reduced greatly or elimi-
nated by mutating the hydrophobic amino acids that
are in the dimerization interface to positively charged
residues13. In AFPs, the effectiveness of these mutations
increases in the order Phe223Arg < Leu221Lys <
Ala206Lys (where Arg is arginine; FIG. 1a). It would now
seem prudent to routinely use non-dimerizing mutants
such as Ala206Lys when testing protein–protein inter-
actions, or when AFP fusion proteins seem to be caus-
ing mis-targeting or dysfunction13.

Long-wavelength red fluorescent proteins. Long-
wavelength fluorescent proteins have long been sought
for multicolour protein-tracking applications and for the
construction of improved FRET-based reporters. Red flu-
orescence should provide greater tissue penetration and
better spectral separation from cellular autofluorescence
than either yellow or green fluorescence. The first red flu-
orescent protein (RFP) to be discovered was isolated from
a coral of the Discosoma genus (this RFP is known as
DsRed or drFP583)16 and was received with much excite-
ment, but its use has been limited severely by a number of
problems. The DsRed protein requires incubation at
37°C for more than 30 h for the red fluorescence to reach
a steady-state level, and a significant fraction of the 

Figure 1 | Recent advances in fluorescent proteins. a | Introduction of the A206K mutant in
Aequorea fluorescent proteins (AFPs) suppresses their tendency to dimerize. b | Several rounds
of directed evolution and a total of 33 mutations were required to rescue the red fluorescence of a
Discosoma red fluorescent protein (RFP) (DsRed or drFP583)-derived monomer following the
introduction of interface-disrupting mutations. 

Weak dimer of Aequorea victoria GFP

Obligate tetramer of Discosoma RFP

Monomeric GFP (mGFP)

Monomeric RFP (mRFP1)

A206K mutation

33 mutations

a

b

FLUORESCENCE RESONANCE

ENERGY TRANSFER

(FRET).The non-radiative
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the emission spectrum of the
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and tetracysteine motif form a covalent complex in
which each of the dye’s arsenic atoms cooperatively binds
a pair of cysteines. Toxicity is minimized by the adminis-
tration of 1,2-dithiols, for example ethanedithiol (EDT)
— antidotes that protect endogenous pairs of cysteines
and keep the dyes largely non-fluorescent until they find
their ultimate tetracysteine targets. Nevertheless, at pre-
sent, background staining keeps the sensitivity and the
detection limit of this method to an order of magnitude
or so worse than those of GFP. The other main limitation
of this method is that the target cysteines must be in their
reduced form before they can bind the biarsenical dye.
Although this will generally be true for cysteine residues
in the reducing environment of the cytosol or nucleus,
cysteines that are in the lumen of the secretory pathway
or outside cells tend to oxidize spontaneously and they
can only be labelled if acutely reduced.

Of the biarsenical dyes already characterized37 (FIG. 2c),
a resorufin-based red label (ReAsH) is particularly use-
ful as it can be used for both fluorescence and electron
microscopy (EM). Under intense illumination in fixed
samples, ReAsH catalytically generates singlet oxygen,
which oxidizes diaminobenzidine into a highly localized
polymer, which is readily stained by osmium tetroxide
for EM contrast. So tetracysteine tags constitute geneti-
cally targetable tags for EM that show catalytic amplifi-
cation, but do not require the diffusion of large antibody
molecules into fixed or frozen tissue38.

Furthermore, sequential labelling with different
biarsenical dyes can indicate the age of protein mole-
cules. The tetracysteine motifs are labelled rapidly and
saturably with one colour of a membrane-permeant
biarsenical dye, such as green FlAsH (FIG. 2c), then any
free dye is washed out and the live cells allowed to syn-
thesize fresh unlabelled copies of the same tagged pro-
tein.A final exposure of the protein to a biarsenical dye of
a different colour, such as red ReAsH, labels only the
newly synthesized copies. This approach was used to
study the life cycle of connexin-43 as it was trafficked
into and out of gap junctions (FIG. 3). Newly synthesized
connexins (red) enter the gap junctional plaques from
their outer edges while older molecules (green) are
removed by endocytosis from the plaque centres.Varying
the order and timing of FlAsH versus ReAsH adminis-
tration can control whether ReAsH labels exocytic vesi-
cles that carry new connexin molecules or endocytic
compartments that contain old molecules, and thereby
enables each population to be visualized separately 
by EM38. The conclusion that connexins move progres-
sively from the periphery to the centre of gap junctions
agrees with the work of Lauf et al.39, who photobleached
gap junctions that contained GFP-tagged connexins and
observed that newly synthesized connexins formed a
thin fluorescent halo that thickened with time.

So, the biarsenical sequential labelling technique and
photochemical marking overlap somewhat in their
areas of applicability, and they can reach concordant
conclusions. The biarsenical technique is unique in the
small size of the tag and the ability to give EM as well 
as fluorescence images; the photochemically sensitive
fluorescent proteins have better time-resolution, lower

Recent advances in small molecule probes.
Although GFP and its variants are extremely useful for
tracking the expression and localization of proteins in
cells, small-molecule probes with less steric bulk, faster
rates of labelling and the ability to provide readouts in
addition to, or other than, fluorescence are desirable.

The biarsenical–tetracysteine system. A promising alter-
native to GFP is the biarsenical–tetracysteine system
(FIG. 2a) in which a recombinant protein that is expressed
in a living cell is site-specifically labelled with a mem-
brane-permeable biarsenical dye, which can be blue,
green or red fluorescent (FIG. 2c)35–37. The specificity for
the labelling reaction is provided by a small tetracysteine
motif (at present, CCPGCC is the preferred motif) —
the nucleic acid sequence of which can be fused to the
gene encoding the protein of interest. The biarsenical dye

Figure 2 | The biarsenical–tetracysteine system. a | A non-fluorescent membrane-permeable
biarsenical dye (ReAsH shown) forms specifically a fluorescent covalent complex with any
intracellular protein to which a short tetracysteine-containing peptide (CCPGCC) has been
genetically fused. The small size of the biarsenical dyes might be advantageous in those cases
where a bulky Aequorea fluorescent protein (AFP) fusion disrupts normal protein function. The
arsenical antidote ethanedithiol (EDT) is used to minimize the toxicity of any unbound
biarsenical-dye. b | A comparison of the to-scale images of the green fluorescent protein (GFP)
and biarsenical–tetracysteine complex. c | Fluorescent biarsenical labels that span the visible
spectrum have been synthesized.
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infrared, significant efforts have been made to develop
biliproteins as fluorescent fusion tags — this is despite
their natural oligomeric structure and their require-
ment for exogenous bilin cofactors or co-expression of
the additional enzymes that are required for biosynthesis
of the cofactor. Heterologous expression of the cyano-
bacterial truncated phytochrome45, C-phycocyanin46

and phycoerythrocyanin47 has been achieved. The most
promising class of these PHYCOBILIPROTEINS is the homod-
imeric phytofluors48, which have excellent spectral
properties, can be engineered as monomers and would
require the co-expression of as few as three proteins45.

Uroporphyrinogen III methylation. Another fluorescent
reporter system, which seems to have been overshad-
owed by DsRed, is the recombinant uroporphyrinogen
III methyltransferase gene (cobA)49. The cobA reporter
catalyses the trimethylation of endogenous uropor-
phyrinogen III to generate a fluorescent small-molecule
product that accumulates intracellularly. Although the
cobA reporter system is not amenable to either sub-
cellular targeting or the construction of fusion proteins,
there could be certain cases in which its unique combi-
nation of a red fluorescent emission, independence
from any exogenous cofactor and catalytic signal ampli-
fication will find a use.

Passive applications of fluorescent proteins
For most fluorescence imaging applications, the fluo-
rescent label is a biologically inert participant that is
used merely as a visible marker. By the very nature of
their barrel-like structures (FIG. 1), which effectively
shield the CHROMOPHORE from the external environ-
ment, AFPs are well suited to these more passive
applications. Typical passive uses of AFPs include
monitoring the appearance, degradation, location or
translocation of appropriate partner proteins to which
they are fused.

background levels and can be marked with geometrically
defined spatial patterns.

Antibody–hapten labelling. An alternative fluorescent
dye-based labelling system consists of a single chain anti-
body which binds specifically to membrane-permeant
fluorescent conjugates of its phenyloxazolinone hapten40.
At present, because the antibody does not fold well in
reducing environments, this system is best suited for
use in secretory compartments and so has a comple-
mentary preference to the biarsenical–tetracysteine
system. Ultimately it would be desirable to increase
the affinity of the antibodies for the hapten (now an
approximately 5 nM dissociation constant), and the
extent to which antibody binding enhances fluorescence
(~5-fold at present).

Avidin–biotin labelling. Another receptor–ligand pair
that works best in the secretory compartment is the
avidin–biotin pair, which is extremely popular for use in
vitro and in histology, but has been surprisingly
neglected in live cells. Chicken avidin that is expressed
recombinantly in different compartments of the secre-
tory compartment can trap biotin conjugates of fluores-
ceins of various pK

a
values for the measurement of the

pH values of those compartments, which enables 
the mechanism of pH regulation to be studied41–43. The
availability of biotin conjugates and their extremely high
affinity for avidin are advantages of this approach.
Limitations include the tightly tetrameric nature of
avidin and the essential role for biotin in the cytosol and
mitochondria, such that avidin in these compartments
is either toxic or biotin-saturated44.

Phycobiliproteins. Bilin-containing proteins are impor-
tant antennae for photosynthesis in cyanobacteria 
and photoreceptor signalling in green plants. Because
they can absorb light at wavelengths that extend to the

pK
a

The pH at which a molecule, or a
particular site within a molecule,
carries an ionizable H+ 50% of
the time.

PHYCOBILIPROTEINS

Proteins from blue-green algae
and red algae that exhibit intense
fluorescence owing to the
presence of multiple bilin
chromophores that are
covalently attached to the
protein.

CHROMOPHORE

The core portion of a molecule
that is directly responsible for
absorbing photons.
Chromophores usually contain
alternating single and double
bonds.

Figure 3 | Multicolour pulse–chase biarsenical staining of gap juctions. FlAsH and ReAsH were used to label two
temporally separated pools of connexin-43 that had been fused to a tetracysteine-containing peptide (Cx43–4Cys) and then
junctional plaque renewal was recorded over time38. HeLa cells that were expressing Cx43–4Cys were stained with FlAsH,
incubated for 4 h (a,b) or 8 h (c,d), and then stained with ReAsH. Panels a to d show junctional plaques at different stages of
renewal, as indicated by the different ratios of FlAsH (green) and ReAsH (red) stains. The green central zones diminish as the time
interval between FlAsH and ReAsH staining increases from 4 to 8 h. Scale bar represents 1 µm. Adapted with permission from
REF. 38 © 2002 American Association for the Advancement of Science.

a b c d
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the cell’s leading edge on exposure to a chemoattrac-
tant58,59. Other messengers, such as phosphatidic acid
and diacylglycerol (DAG), have been detected by similar
methods (TABLE 1). In one elegant study, the comparison
of the kinetics of translocation of full-length protein
kinase C (PKC) versus the individual DAG-binding C1
domain and the Ca2+-binding C2 domain led to a model
for a sequential activation of PKC through a temporal
coordination of the Ca2+ and DAG signals64.

Localizing gene activity and transcripts. RNA localization
can be visualized in live cells through fluorescence in vivo
hybridization (FIVH)66 or fusion of AFP to an RNA-
binding protein or domain67–70. Using the latter approach,
researchers have visualized the movement of endogenous
bicoid messenger RNA during Drosophila melanogaster
oogenesis through the use of AFP fused to Exu, a protein
which accompanies bicoid mRNA during transport69. In
a separate study, imaging of live neurons that were trans-
fected with GFP-fused zipcode binding protein 1 (ZBP1)
showed fast, bidirectional movements of granules in neu-
rites, which can be inhibited by antisense oligonucleotides
to the actin mRNA zipcode sequence70.Visualization of
gene activity and changes in chromatin structure during
transcription has also been achieved by creating large tan-
dem arrays of DNA sequences (such as the lac operator or
mouse mammary tumour virus promoter) that can be
recognized with AFP-tagged DNA-binding proteins such
as lac repressor or glucocorticoid receptor71–74.

Fluorescence as a temporal marker
Analysing gene expression. AFPs are a favourable alter-
native to β-galactosidase (lacZ) as a marker of gene
expression in tissue sections and transgenic organ-
isms, because AFPs are self-sufficient and form their
own chromophores75. The main disadvantage of AFP
relative to enzymatic reporter systems is the absence of
signal amplification. Whereas AFP is limited to a sin-
gle FLUOROPHORE for each protein, a single copy of
β-galactosidase, luciferase or β-lactamase76 will cat-
alyze the turnover of multiple substrate molecules,
which allows much lower levels of gene expression to
be detected. One approach to overcome this drawback
is to target the AFP to a defined subcompartment of
the cell and thereby use local contrast to distinguish its
fluorescence from background autofluorescence.

Fluorescence as a spatial marker
Perhaps the most popular application of fluorescent
probes is to use fluorescence as a visible label to reveal
either the static or dynamic spatial patterning of various
cellular components. In 1995 it was still feasible to com-
pile a nearly exhaustive list of AFP–fusion proteins50,
however, the number of published AFP–fusion proteins
has since risen to many hundreds, if not thousands, and
compilation of an updated list is far beyond the scope of
this review.

Protein trap strategies. An interesting twist to the fluo-
rescence imaging of intracellular localization is the iden-
tification of previously unknown protein targets on the
basis of their pattern of localization51. In the so-called
‘protein trap’ strategies, a visual screen of cells that
contain fusions of an AFP gene and a library of coding
DNA sequences is used to identify cells that give rise to
a pattern of interest. The DNA sequence that encodes
the targeted fusion can then be cloned directly from
the cell and the novel protein, which is presumably
directing the localization, can be identified.

Fluorescent speckle microscopy. One particularly power-
ful technique for monitoring cytoskeletal dynamics is
fluorescent speckle microscopy52,53. A fluorescently
labelled protein is introduced into a cell at a very low
level (~ 0.25%) relative to its endogenous counterpart,
such that individual fluorescently labelled proteins can
be detected with a sensitive imaging system. The dynamic
assembly and disassembly of the actin cytoskeleton is
shown by the ‘flow’ of the individual fluorescent speckles
from regions of filament synthesis to regions of depoly-
merization. In order to get enough signal from a single
protein it is necessary to either attach multiple small-
molecule labels or to fuse the gene encoding the protein
of interest to multiple AFP sequences54.

Localizing the messenger. When fused to minimal protein
domains that interact specifically with small-molecule
messengers, AFPs can provide a straightforward readout
of the cellular localization and transient production of
such messengers55–65. For example, AFP that is fused to
the pleckstrin-homology (PH) domain shows, through
translocation from the general cytosol to the plasma
membrane, the generation of 3′-phosphoinositides at

FLUOROPHORE

A chromophore that can re-emit
photons.

Table 1 | Translocating fluorescent probes

Domains Source proteins Target molecules References

PH domain For example, Akt, ARNO, GRP1 3′ phosphoinositides including 55–59
PtdIns(3,4,5)P3 and PtdIns(3,4)P2

PH domain PLC PtdIns(4,5)P2 and InsP3 60,61

C1 domain PKC DAG 62

C2 domain PKC Ca2+ 63,64

PA domain Raf-1 PA 65

Akt, a serine/threonine kinase, also known as protein kinase B; C1 and C2, conserved domains 1 and 2 from protein kinase C; ARNO,
ADP-ribosylation factor nucleotide-binding-site opener; C1, C homology-1; C2, C homology-2; DAG, Diacylglycerol; GRP1, general
receptor for 3-phosphoinositides; InsP3, inositol 1,4,5-trisphosphate; PA, phosphatidic acid; PH, pleckstrin-homology; PKC, protein
kinase C; PLC, phospholipase C; PtdIns(3,4,5)P3, phosphatidylinositol 3,4,5-triphosphate; PtdIns(4,5)P2, phosphatidylinositol 4,5-
biphosphate ; Raf 1, a serine/threonine kinase important in mitogen-activated signalling.
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The temporal history of the promoter activation is
therefore reflected in the ratio between green and red
fluorescence. Because the timescale of the fluorescent
change is fixed and the resolution is restricted to several
hours, this system will probably be most useful for the
analysis of developmental control genes78 in systems
where the photochemically triggered green-to-red con-
version of Kaede11 or pulse–chase labelling of tetracys-
teine motifs38, which were discussed previously, cannot
be applied.

Analysing protein dynamics. Through the use of innova-
tive fusion constructs, AFPs can report the temporal
dynamics of cellular processes other than promoter acti-
vation. For example, the accumulation and degradation
of an AFP-based substrate has been used for the quan-
tification of ubiquitin–proteasome-dependent proteoly-
sis in living cells79. Another tactic, which has found a use
in the monitoring of vesicular traffic and sorting in the
secretory pathway, is based on temperature-sensitive
GFP mutants that fold and mature correctly only at tem-
peratures that are non-permissive for sorting events. By
growing cells at such temperatures, a cohort of fluores-
cently tagged proteins can accumulate in the trans-Golgi
network. On raising the temperature, both to allow sort-
ing and to prevent folding of the newly synthesized
GFPs, the fate of the fluorescent ‘bolus’ can be
monitored80. This pulse–chase-type approach has been
used recently to visualize specifically the dynamics of
immature secretory granules in a much larger pool of
mature secretory granules81. So the age and fate of pro-
tein fusions can be monitored by spontaneously slow-
maturing fluorescent proteins, temperature- or illumi-
nation-sensitive fluorescent proteins or pulse–chase
labelling by biarsenical ligands, all of which have their
own advantages and drawbacks.

Genetically encoded biochemical sensors
In the more active applications of fluorescent proteins
that are described below, biochemical parameters
such as metabolite concentrations, enzyme activity, or
protein–protein interactions can be detected by their
effects on the fluorescence properties of the designed
indicators. Such indicators can be further divided 
into molecules with single chromophores (FIG. 4a–c)

versus composites in which the emission intensity 
is dependent on the energy transfer between two
chromophores (FIG. 5a,b).

Modulation of fluorescent protein spectra
Exploiting pH and halide-sensitive fluorescent proteins.
In general, the fluorescence of AFPs is quenched
reversibly by moderate acidification. This intrinsic pH
sensitivity varies between different mutants and can 
be exploited to measure the ambient pH82–84. Both
intensity-modulated and ratiometric pH-sensitive vari-
ants of GFP have been engineered and fused to a vesicle
membrane protein to monitor vesicle exocytosis and
recycling. These ‘synapto-pHluorins’ report synaptic
neurotransmitter secretion by detecting the abrupt 
pH change that occurs when the acidic interior of the

Optimizing turnover. Increasingly sophisticated reporters
have been developed to monitor the temporal patterns
of gene expression and protein dynamics. A limitation
of AFP and similar passive markers is that the new pro-
tein cannot be distinguished from the old protein, as
AFP remains fluorescent until it is degraded.
Degradation can be accelerated by the fusion of AFP to
degradation domains such as that of the mouse
ornithine decarboxylase77, thereby destabilizing the 
fluorescent protein such that it is turned over with a
half-life of 2 h or less. These destabilized AFP variants
minimize the accumulation of the background fluores-
cence that is generated by leaky, non-induced basal-level
expression, which enhances their use as transcriptional
reporters, albeit at the inherent cost of lower sensitivity
— that is, a higher level of transcription and translation
are required to produce a given level of fluorescence.

A DsRed fluorescent timer. A ‘fluorescent timer’ version
of DsRed has been developed as a temporal marker78.
The variant changes from green to red fluorescent over a
period of ~24 h as the ‘GFP-like’ intermediate that accu-
mulates is converted to the final red species owing to 
a further oxidative modification of the chromophore.

Figure 4 | Biochemical modulation of AFP fluorescence.
a | Aequorea fluorescent protein (AFP) can be engineered to be
directly sensitive to a small molecule of interest. b | Insertion of
a conformationally responsive domain into AFP can result in 
a chimaera in which fluorescence is modulated by the
conformational change. c | Alternatively, interacting proteins 
(or peptides) can be fused to the amino and carboxyl termini 
of circularly permuted AFP.

a Analyte-sensitive AFP 
    (for example, Cl– sensor)

b Conformation-sensitive AFP 
    (for example, camgaroo)

c Conformation-sensitive permuted AFP 
    (for example, pericam)
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fluorescent protein (BFP) has been engineered, by the
introduction of point mutations, to bind Zn2+ directly
on the chromophore91, but the modest fluorescence
enhancement (twofold), low Zn2+ affinity (50 µM K

d
)

and slow association rate (t
1/2

> 4 h) would need con-
siderable improvement to become biologically useful.
YFPs92 and GFPs (G. T. Hanson, R. Aggeler, R. A.
Capaldi, and S. J. Remington, unpublished observa-
tions) that are responsive to thiol-disulphide redox
potentials have been engineered by placing two cysteine
residues on adjacent β-strands so that they can form a
reversible intramolecular disulphide bond. Such oxida-
tion reduces the fluorescence of the YFP-based sensor
by 2.2-fold92, whereas it shifts the excitation maxima of
the GFP-based sensors from 475–490 nm to 400 nm,
which alters the excitation ratio by as much as 6–8-fold.
Such indicators hold great promise, because, at present,
the redox potentials of different compartments of cells
are difficult to measure, but they are probably very
important, heterogeneous and at least somewhat
dynamic.

Most other biochemical parameters would require
binding or sensing sites that are more complex than those
created by point mutations in AFPs. Conformationally
responsive elements, which range from short peptide
motifs to full-length proteins, can be inserted into
AFPs. The best-characterized example is the insertion of
calmodulin (CaM) in place of Tyr145 of YFP, which

vesicle (pH ~5) is exposed to the outside of the cell 
(pH ~7) on fusion to the plasma membrane84. Some
YFPs have particularly high pK

a
s in the range of 7 to 8,

which makes them very useful for monitoring the pH of
the cytosol and the mitochondrial matrix85. These same
YFPs are quenched by halide ions, which bind selectively
in the order F− > I− > Cl− > Br− and raise the pK

a
, which

simulates acidification86,87. The halide-sensitive YFPs
have been used in live cells to monitor Cl− fluxes such as
those mediated by the cystic fibrosis transmembrane
conductance regulator (CFTR)88. Although the above
indicators only change the intensity of fluorescence,
examples of wavelength-shifting pH89 and halide90 indi-
cators are also known. The responsiveness of YFPs to
both protons and halides means that care has to be
taken to disentangle the two perturbations. Sensitivity to
pH and Cl– can be a significant annoyance in applica-
tions where the YFP is to only be maximally fluorescent
and inert (as in the passive applications discussed
above). Fortunately, alternative YFPs with reduced pK

a
s,

no halide sensitivity and increased brightness and 
photostability are now available3,4.

Engineering fluorescent proteins to be sensitive to
other parameters. The fluorescence of fluorescent pro-
teins can be made directly sensitive to other signals 
by the introduction of specific mutations into the 
well-defined chromophore or barrel structure. A blue

Figure 5 | The general design of FRET-based fluorescent probes. a | An intermolecular fluorescence resonance energy transfer
(FRET)-based probe consists of two different proteins (X and Y) that are labelled with cyan fluorescent protein (CFP) and yellow
fluorescent protein (YFP), respectively, which interact and bring the fluorophores into close proximity, thereby increasing the FRET
efficiency. b | An intramolecular FRET-based probe consists of either a cleavable linker or a conformationally responsive region
sandwiched between a FRET pair. c | Cameleon is an intramolecular FRET-based probe that is used to measure intracellular Ca2+. 
d | Intramolecular phosphorylation-sensitive FRET probes have been constructed with specificities for various different kinases. 
Arg, arginine; CaM, calmodulin; Lys, lysine; pS, phosphoserine; pT, phosphothreonine; pY, phosphotyrosine. Figure 5, part c is
reprinted with permission from REF. 105 Nature © (1997) Macmillan Magazines Ltd. Figure 5, part d is reproduced with permission
from REFS 116,118 © 2002, National Academy of Sciences.
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Indicators for measuring changes in calcium. Genetically
encoded Ca2+ indicators, which are known as cameleons,
were constructed by sandwiching CaM, a peptide
linker and M13 between CFP and YFP3,105–107 (FIG. 5c).
Increased levels of intracellular Ca2+ switches on the
affinity of CaM for the adjacent M13 sequence, which
results in a change in orientation or distance between
the two fluorescent proteins and a large increase in
FRET. The replacement of glutamate by glutamine
residues in the Ca2+-binding sites tunes the effective
affinity for Ca2+. The replacement of M13 by a peptide
that is derived from CaM-dependent kinase kinase
produces a cameleon analogue with a larger, although
somewhat slower, response than the traditional
cameleons108. Levels of free intracellular CaM–Ca2+

complex can be sensed by reporters in which the
donor and acceptor are connected by just a CaM-
binding peptide109,110, but in this case the binding 
of CaM straightens the peptide linker and so
decreases FRET.

Indicators for other cellular parameters. Over the past
few years, this principle of indicator design has been
applied to visualize the behaviour of many other sig-
nalling molecules and proteins in cells. For example,
indicators for cGMP (using cGMP-dependent protein
kinase)111,112, Ras and Rap1 activity113, and Ran activ-
ity114 have been constructed and applied to the study of
a range of cell biological phenomena.

Reporters for the activity of tyrosine kinases115–117

and serine/threonine kinases118 have been made by
sandwiching a substrate peptide for the kinase of
interest and a phosphoaminoacid-binding domain,
such as Src-homology-2 (SH2) or 14-3-3, between
CFP and YFP (FIG. 5d). Phosphorylation of the substrate
peptide induces the formation of an intramolecular
complex with the neighbouring phosphoaminoacid-
binding domain, which changes the FRET. This
generic concept has been adapted to create probes for
Abl, Src, the epidermal growth factor (EGF) receptor,
insulin receptor, protein kinase A (PKA), and PKC,
(J. D. Violin, J. Z., R. Y. T., and A. C. Newton, unpub-
lished observations) with many more underway. The
FRET change is usually reversed by phosphatases, so
the fluorescent substrates report continuously the bal-
ance between kinase and phosphatase activities, with
time resolution in the order of a few seconds and a
spatial resolution of micrometres — far better than
conventional assays with radioactive phosphorus or
phospho-specific antibodies. Even finer spatial dis-
crimination is possible if the reporters are fused to
specific components of scaffolding molecules. So
phosphorylation kinetics can differ significantly between
sites that are indistinguishable at the resolution of the
light microscope118.

A FRET-based reporter of membrane potential
exemplifies a slightly different topology, in which the
voltage sensor, a truncated potassium channel, is placed
amino terminal to both the CFP and YFP119. Voltage-
dependent twists of the S4 channel helix are proposed
to rotate the CFP with respect to the YFP.

results in Ca2+ sensors (known as camgaroos) that
increase fluorescence sevenfold on binding of Ca2+

(REFS 3,93). Camgaroos have proved to be useful for imag-
ing Ca2+ inside mitochondria94 and in MUSHROOM BODIES in
the brain of Drosophila95.

An important topological variation of this is to insert
an AFP inside a conformationally responsive protein or
pair of protein domains. An early example was a voltage
sensor that consisted of AFP inserted into a non-
conducting mutant of the Shaker K+ channel96. More
recently a smaller but faster response has been obtained
by inserting wild-type GFP into a sodium channel97.
Even larger responses might be obtained by inserting a
circularly permuted AFP (cpAFP) rather than wild-type
GFP3,93. In a cpAFP, the original amino and carboxyl 
termini are joined by a flexible linker, and new amino
and carboxyl termini are introduced at one of several
possible locations near the chromophore. Such permu-
tation increases the flexibility and optical responsiveness
to stresses that are applied on the new termini. Insertion
of circularly permuted GFP (cpGFP) between CaM 
and M13 (a peptide which binds calmodulin in a 
Ca2+-dependent fashion) yields Ca2+ indicators that are
known as GCaMP98 or pericams99. The inclusion of
M13 increases the apparent Ca2+ affinity of the CaM by
allowing the formation of ternary complexes, so that
these molecules are more sensitive than camgaroos to
small elevations in physiological levels of Ca2+. Some
pericam variants shift their excitation wavelengths on
binding of Ca2+, as opposed to just increasing fluores-
cence, which thereby enables ratiometric observation99.

Intramolecular FRET-based indicators
FRET is a quantum-mechanical phenomenon that
occurs when two fluorophores are in molecular proxim-
ity of each other (< 80 Å apart) (BOX 2). The emission
spectrum of the donor fluorophore should overlap the
excitation spectrum of the acceptor fluorophore, but
both excitation spectra should be well enough separated
to allow independent excitation.When the stoichiometry
of the donor and the acceptor is fixed, as it is when they
are fused in a single polypeptide chain, then the experi-
mentally most convenient readout of FRET is the ratio of
acceptor to donor fluorescence. Many reporters that are
designed on the basis of intramolecular FRET changes
(FIG. 5b) have been developed for measuring biochemical
events in cells. Early applications used BFP as the donor
and GFP as the acceptor, but the dimness and ability of
BFP to be bleached soon led to its replacement by CFP,
whereupon GFP had to be replaced by YFP to maintain
spectral separation. When monomeric RFPs have been
optimized sufficiently, GFP–RFP will probably become
the next donor–acceptor pairing of choice.

Indicators of protease activity. The earliest FRET
reporters consisted of BFP and GFP fused together with
a protease-sensitive linker. Proteolysis disrupts FRET by
separating the donor and acceptor units100,101. More
recent examples have used CFP and YFP to measure
caspase activity during apoptosis102,103, which includes
all-or-none activation at the single-cell level104.

MUSHROOM BODIES 

Two prominent bilaterally
symmetrical structures in the fly
brain that are crucial for
olfactory learning and memory.
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in the donor and acceptor bands. More sophisticated
methods such as the mathematical processing of three
images141–144, measuring donor dequenching on photo-
bleaching the acceptor13,107,126,130, or FLUORESCENCE-LIFETIME

IMAGING MICROSCOPY (FLIM; see below) are required to
show and quantify FRET.

Intermolecular FRET can suffer from false nega-
tives when the donor and acceptor fluorescent proteins
are: perturbing the proteins to which they are fused; in
close proximity but orientated unfortunately with
respect to each other; too far away from each other
even when their fusion partners are interacting.
Concern over false negatives has probably been the
main reason why intermolecular FRET has been used
mainly to obtain higher spatio-temporal resolution on
known interactions rather than to screen proteomes
for unknown interactions. False positives could result
from the weak affinity (K

d
~ 0.1 mM) of AFPs for each

other, but the only known example is when CFP and
YFP were anchored to the plasma membrane by fatty
acyl anchors, in which case the confinement to a sur-
face probably raised the effective concentration consid-
erably13. After the dimerization was eliminated by the
monomerizing mutations described above, correlation
of FRET efficiency versus YFP density showed that in
living cells acyl, but not prenyl, modifications promote
clustering in lipid rafts on the cytosolic face of the
plasma membrane13.

Intermolecular FRET-based indicators
Indicators for cyclic AMP. The first fluorescent indicator
for intracellular cAMP consisted of the PKA holo-
enzyme, in which the catalytic and regulatory subunits
were labelled with fluorescein and rhodamine, respec-
tively, so that cAMP-induced dissociation of the holo-
enzyme disrupted FRET120. Replacement of the dyes by
BFP and GFP made this system genetically encodable
and eliminated the need for in vitro dye conjugation and
microinjection121. Application of this probe (with CFP
and YFP replacing BFP and GFP) in cardiac myocytes
showed an unusual compartmentalization of cAMP122,
whereas cAMP diffused freely in other cell types such as
neurons123,124.

Detecting protein–protein interactions. Intermolecular
FRET can be used in real-time to detect interactions
between two protein partners (FIG. 5a). Transcription
factor homo- and heterodimerization125,126, G-protein
dissociation127 and many other interactions128–134 have
all been visualized in live cells through the attachment
of donor and acceptor fluorophores to interacting 
protein partners.

Protein–protein interactions can also be imaged by
protein complementation assays, in which the poten-
tial partner proteins are fused not to FRET donors and
acceptors but to complementary fragments of GFP135,
YFP136, or other fluorogenic reporters137,138, the most
recent of which is β-lactamase139,140. The interaction of
the partner proteins allows the two fragments to
reconstitute the fluorescence or enzymatic activity,
which is analogous to yeast two-hybrid assays in
which transcriptional activation is reconstituted.
Protein complementation assays generally have a
much lower background and a greater dynamic range
than those of FRET. When the reconstituted protein is
an enzyme, its ability to catalyse the turnover of sev-
eral copies of a substrate provides useful amplifica-
tion, but it sacrifices subcellular spatial resolution if
the reaction product is diffusible. However, FRET is
instantaneous, fully reversible (that is, it monitors dis-
sociation as well as association), has a well-character-
ized dependence on distance (BOX 2) and orientation,
does not require the partner proteins to touch each
other and contributes no attraction or repulsion of its
own, provided that non-dimerizing fluorescent pro-
teins are chosen13. Protein complementation takes
from minutes to hours for the fragments to fold,
reversibility is absent or uncertain and the require-
ments on the conformation and affinity of the partner
proteins are quantitatively ill-defined except that 
they must bring the two reporter fragments into the 
correct juxtaposition.

Notes of caution. When the FRET donor and acceptor
are in two separate molecules rather than a fused chi-
maera, the involvement of mixed complexes between
labelled and endogenous partners becomes a greater
concern, and the ratio of donor to acceptor expression is
no longer fixed. FRET can no longer be assessed by
exciting the donor and measuring the ratio of emissions

FLUORESCENCE-LIFETIME

IMAGING MICROSCOPY 

(FLIM). An imaging technique
in which the lifetime, rather than
the intensity, of the fluorescent
signal is measured. This
approach can be used to
measure FRET.

Box 2 | FRET

Fluorescence resonance energy transfer (FRET) is a
quantum mechanical phenomenon that occurs
between a fluorescence donor and a fluorescence
acceptor that are in molecular proximity of each other
if the emission spectrum of the donor overlaps the
excitation spectrum of the acceptor. Under these
conditions, energy (E) is transferred non-radiatively
from the donor to the acceptor with an efficiency
defined by the equation, where r is the distance
between the two fluorophores and R

0
(Förster

distance) is the distance at which 50% energy transfer
takes place (typically 20–60 Å).

R
0

is dependent on the extent of spectral overlap
between the donor and acceptor, the quantum yield of
the donor and the relative orientation of the donor
and acceptor.

Excitation of a donor fluorophore in a FRET pair leads
to quenching of the donor emission and to an increased,
sensitized, acceptor emission. Intensity-based FRET
detection methods include monitoring the donor
intensity with or without acceptor photobleaching, the
sensitized acceptor emission or the ratio between the
donor and acceptor intensity. Methods that are based on
fluorescence-decay-kinetics include determining the rate
of donor photobleaching, the decrease of donor
fluorescence lifetime or the appearance of new
components in the acceptor decay kinetics.

E =
R0

6

R0
6 r 6+
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cellular players.Visualization of their activities comple-
ment, but do not replace, measurements of endogenous
components. Reporters that could assay endogenous
biomolecules directly would therefore be very desirable.

Single-cell imaging with fluorescent reporters
should allow the investigation of potentially interest-
ing cell-to-cell variability that cannot be observed by
the available methodologies that are based on cell pop-
ulation analysis122. Fluorescence is also an attractive
readout for rapid, high-throughput approaches
because of the availability of technologies such as
multi-well plate readers, FLUORESCENCE-ACTIVATED CELL

SORTING (FACS) and evanescent wave single-cell array
technology (E-SCAT)63.

Single-molecule spectroscopy is a young field that
holds great promise. Single-molecule imaging in living
cells allows the visualization of individual molecular
interactions under physiological conditions and pro-
vides information that is difficult, and sometimes
impossible, to obtain by conventional techniques148.
Examples of single-molecule studies in living cells
include investigations of EGF receptor dimerization149,
conformational changes in voltage-gated ion channels150

and the mobility and aggregation of L-type Ca2+ chan-
nels in the plasma membrane151.

For whole-body in vivo imaging, AFP has been used
mainly as a visible localization marker152 and a gene-
expression marker153. Given the available wavelengths of
excitation and emission, AFP imaging is still limited to
surface structures (with a depth of penetration of
approximately 1–2 mm) in experimental animals. A
new generation of highly sensitive near infrared probes
needs to be developed to complement existing non-
optical probes for POSITRON EMISSION TOMOGRAPHY (PET)
and MAGNETIC RESONANCE IMAGING (MRI).

Fluorescence-lifetime imaging microscopy. Autophos-
phorylation of GFP-tagged PKC145 or ErbB1 (REF. 146)

has been measured by the FRET to Cy3-labelled phos-
phospecific antibodies, which were microinjected or
applied to fixed cells and present in excess. When the
acceptor is in such a large excess, FRET is best detected
by the decrease in the lifetime of the donor’s excited
state using FLIM. FLIM and measurements of fluores-
cence depolarization allow the imaging of FRET
between spectrally similar AFP molecules — that is,
GFP–YFP or even GFP–GFP147. The main drawbacks of
FLIM are that it sacrifices some sensitivity134 and
requires the assembly of expensive instrumentation.

Future directions
The applications of fluorescent probes will continue to
expand and provide exciting new insights into the biol-
ogy of living cells. Several relatively versatile reporter
design strategies are now at our disposal (for example,
translocation, camgaroo-, pericam- and cameleon-like
strategies), but efforts to engineer new fluorophores and
reporter classes must continue. For example, brighter
and more red-shifted fluorescent proteins should
improve the detection limits and in vivo applicability of
AFP-based reporters. At present, all single AFP and
FRET-based sensors rely on a gross structural reorgani-
zation or conformational change to produce a spectral
readout. Many interesting intracellular process involve
subtle conformational changes that are not amenable to
the current classes of reporters, so that fluorescent 
protein variants with an increased sensitivity towards
structural perturbations would be desirable. Another
important consideration is that many of these fluores-
cent probes, in particular those for monitoring 
protein–protein interactions, function as surrogate 

FLUORESCENCE-ACTIVATED

CELL SORTING

(FACS). A flow cytometry
application in which live
fluorescent cells are excited at a
specific wavelength and then
sorted into physically separated
subpopulations on the basis of
their fluorescence emission.

POSITRON EMISSION

TOMOGRAPHY 

(PET). Positron emission
tomography is an imaging
technique that is used to detect
decaying nuclides, such as 15O,
13N, 11C, 18F, 124I and 94mTc.

MAGNETIC RESONANCE

IMAGING 

The use of radio waves in the
presence of a magnetic field to
extract information from certain
atomic nuclei (most commonly
hydrogen, for example, in
water). This technique is used to
show certain types of tissue
damage and the presence of
tumours.
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obtain the dynamic and kinetic parameters
of a reaction using multiple-molecule mea-
surements, specific techniques are required
that synchronize the start-point of the reac-
tion of every molecule. However, it is not
possible to synchronize the intermediate steps
of a reaction network, and single-molecule
measurements have the advantage of by-
passing these problems.

Second, single-molecule measurements
provide information about the fluctuations
and distributions of dynamic and kinetic para-
meters. Such information cannot be obtained
from ensemble averages. Considering the local
heterogeneity in the structure and environ-
ment of living cells, the fluctuation and distrib-
ution of the reactions of each molecule are
probably important in understanding the
mechanisms of cellular events.

Third, the above two points implicitly
mean that single-molecule analysis allows the
relationship between the inputs and outputs
of single events of protein reactions to be
quantified. In single-molecule experiments,
each input and output event — for example,
the binding and dissociation of a ligand or
substrate — can be monitored individually.
To understand reaction cascades in cells, the
relationship between all the inputs and out-
puts of every step must be understood.

Single-molecule analysis requires statistical
data so that the observed behaviour of minor,
unusual molecules is not overestimated.
However, monitoring many single molecules
for statistical analysis is a laborious task. This is
because automatic image processing is difficult
for single-molecule experiments in living cells
due to a limited signal-to-noise ratio and a
non-homogeneous background. In addition,
as signals cannot be obtained from invisible
molecules, the appropriate controls, which
depend on the purpose of the experiment,
should be used. Despite these drawbacks,
single-molecule studies provide unique
insights in cell biology and so are extremely
useful. As single-molecule studies deal with
small numbers of molecules, sampling noise is
an inevitable problem of these analyses com-
pared with conventional biochemical analyses.
However, this high level of sampling noise
might be an essential factor in cell behaviour
because the number of protein molecules per
cell is usually relatively small (for example,
most cell-signalling proteins are present at a
concentration of 102–105 molecules per cell).

Techniques for single-molecule visualization.
TIR-FM is a widely used technique for single-
molecule detection both in vitro and in vivo 2,5.
TIR-FM, which was originally developed to
observe the interface between two media with

Single-molecule analysis is a powerful method
to study purified biomolecules in vitro,
because the data obtained are not obscured by
the averaging that is inherent in conventional
biochemical experiments1–3. Recently, this
advantage has been extended to studies using
living cells4,5, in which it has been possible to
quantify the dynamic and kinetic parameters
of single-molecule reactions in vivo. It is diffi-
cult to determine kinetic parameters using
multiple-molecule techniques because the
reactions of individual molecules occur sto-
chastically inside a cell. In addition, it is hard
to spot local and temporal heterogeneities
in the dynamic movement of molecules
using multiple-molecule techniques. Single-
molecule techniques can therefore be used to
avoid such difficulties. In this review, we illus-
trate how single fluorescent molecules can be
visualized in living cells. We then discuss the
unique and important findings in cell biology
that could only have been obtained using
single-molecule visualization, as well as the
recent progress in in vitro measurements that
combine single-molecule visualization with
other single-molecule techniques.

Why single-molecule visualization?
Single-molecule visualization of fluorophores
in aqueous conditions — using TOTAL INTERNAL

REFLECTION fluorescence microscopy (TIR-FM)6

or epi-fluorescence microscopy6,7 — was first
performed in 1995. Since then, this technique
has been applied to observe directly the
motions of linear and rotational molecular
motors, enzymatic reactions, the structural
dynamics of proteins and DNA–protein
interactions in vitro1–3. The visualization of
single lipid molecules in a lipid bilayer and the
simultaneous measurement of ion conduc-
tance and the movement of single ion chan-
nels in a model membrane have also been

reported2,4. Furthermore, in 2000, the biologi-
cal reactions of ligand and receptor proteins8

and the movements of lipid molecules9 were
first visualized as single molecules on the sur-
face of living cells (see Movie 1 online). Since
then, ion channels10, small G proteins and
their effectors11, cell-adhesion proteins12,
viral proteins13 and components of the
cytoskeleton14 have been visualized as single
molecules in living cells. The list of molecules
that have been visualized is still growing
rapidly, and the results of some of these
studies are discussed in more detail below.

The advantages of single-molecule analyses.
Proteins in living cells work as  part of mol-
ecular networks that have specific functions,
such as gene expression, energy transduc-
tion or membrane transport. Advances in
molecular biology are rapidly uncovering
the components of these molecular net-
works and are determining how they are
constructed. One of the next objectives of
cell biology is to quantify the flow of materi-
als, information and energy through these
molecular networks. To achieve this, both
the dynamic and kinetic parameters of the
single processes within the networks —
such as the movement and translocation of
proteins, the protein–protein interactions
and the enzymatic reactions — must be
determined in living cells. Single-molecule
analysis in vivo will prove to be a powerful
technique for this purpose. This technique
has the ultimate level of sensitivity and can
be used to detect and observe single reac-
tions in living cells. In addition, it provides
several other important advantages.

First, reactions do not need to be synchro-
nized for single-molecule measurements.
Statistically, each protein molecule reacts at a
different time and position in a cell, so, to

Single-molecule visualization 
in cell biology
Yasushi Sako*‡ and Toshio Yanagida*§

Recent progress in single-molecule detection techniques has allowed us to
visualize the dynamic behaviour and reaction kinetics of individual biological
molecules inside living cells. Single-molecule visualization provides a direct
way to quantify, with a high spatial and temporal resolution, biological events
inside cells at the single-molecule level. In this article, we discuss how single-
molecule visualization can be used in cell biology.
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different diffractive indices15, uses an electro-
magnetic field called the ‘evanescent field’ to
excite fluorophores (FIG. 1). As the evanescent
field diminishes  exponentially with distance
from the interface, the excitation depth in
TIR-FM is limited to a very narrow range —
typically one hundred to several hundreds of
nanometres. However, using such a narrow
excitation depth is the most effective way to
overcome the background noise problem,
which is often the greatest problem of single-
molecule imaging.

Objective-type TIR-FM16, in which the
excitation laser beam illuminates the speci-
men through an objective lens, is particularly
useful for imaging living cells (FIG. 1). The top
surface of the specimen is free in this type of
TIR-FM, so it can be combined with high-
resolution differential interference contrast
microscopy, which requires an oil immersion
condenser, and allows the cells to be easily
accessed for changes of the surrounding
medium, microinjection or micromanipula-
tion. Using objective-type TIR-FM, precise
morphological information about the cells
can be obtained, the effect of drugs can be
examined and electrophysiological experi-
ments can be performed at the same time as
single-molecule visualization.

Although TIR-FM provides superior con-
trast compared with other far-field micros-
copy techniques, its application is limited to
the proximity of the cell surface  that is,
to studying parameters in two dimensions.
To observe single molecules deep inside cells
in three dimensions, conventional epi-
fluorescence microscopy using a laser for
excitation9 and real-time confocal micros-
copy17 are applicable. The latter is thought to
produce better results than TIR-FM for single-
molecule imaging in dense solutions. Only
sparsely labelled samples (<10 particles/µm2)
can be visualized as single molecules using
TIR-FM, epi-fluorescence microscopy or
confocal fluorescence microscopy owing to the
low spatial resolution. However, the higher
spatial resolution of SCANNING NEAR-FIELD OPTICAL

MICROSCOPY might be able to overcome this
limitation in the future18. Single molecules that
are rapidly moving in solution cannot be visu-
alized as fluorescent spots owing to the rapid
three-dimensional Brownian diffusion that
occurs. However, FLUORESCENCE CORRELATION

SPECTROSCOPY19, which allows single molecules
to be analysed in solution, can be used to
complement single-molecule visualization.

Applications in living cells
Single-molecule analyses have been effec-
tively used both to quantify intracellular reac-
tions and for the spatial analysis of such

reactions with high resolution: for example,
the kinetic analysis of receptor–ligand inter-
actions20; measuring protein dynamics in
the cytoplasm21, nucleus22 or plasma mem-
brane9,10,13,23; observing the assembly and
disassembly of protein oligomers8,12 or large
protein complexes14; and detecting the chemi-
cal reactions of proteins8. Examples of such
studies will be discussed in more detail below.

Kinetic analysis of receptor–ligand interactions.
The dissociation kinetics of a receptor–ligand
interaction is an important property of cell-
signalling reactions. Dictyostelium discoideum
amoebae perform chemotaxis towards cyclic
AMP, and this chemotaxis is induced through
a G-protein-coupled receptor24. To determine
how cells sense gradients of cAMP, the binding
of fluorophore-labelled cAMP (Cy3–cAMP) to
its receptor was observed on the surface of
cells11. The dissociation rate constant for
cAMP from its receptor was obtained by
performing a statistical analysis of the time
between the binding and dissociation of single
molecules of Cy3–cAMP on the cells under-
going chemotactic movements20 (FIG. 2a).

Cy3–cAMP dissociated faster from the
anterior half of the cells compared to the pos-
terior half, although the density of cAMP
binding was almost uniform over the entire
cell surface. This indicates that the 
association–dissociation cycle of cAMP is
faster at the anterior end of the cell. Therefore,
the reaction state of the cAMP receptors

depends on the location of the chemotactic
cells in relation to the concentration gradient
of the cAMP signalling molecule (that is, the
cAMP concentration gradient is converted to
the difference in the reaction state of the
cAMP receptor). This difference seems to
depend on the coupling between the cAMP
receptor and the trimeric G protein on the
cytoplasmic side of the plasma membrane,
and it is highly probable that cAMP signalling
is more active in the anterior region of chemo-
tactic amoeba than in the posterior region.

The dynamics of membrane components. It is
possible to use single-molecule imaging to
probe the dynamic and microscopic struc-
tures of the plasma membrane by measuring
the movement of the membrane components
(FIG. 2b). For example, the lateral diffusion of
fluorescent lipids that were incorporated into
a muscle-cell membrane has been observed
for individual molecules9. In this study, a lipid
probe with saturated acyl chains was found
to be confined to small regions of the plas-
ma membrane (spanning 0.7 µm), which
indicates the presence of small lipid
microdomains that are probably related to
membrane rafts. In addition, the study also
detected the shape and motions of the
microdomains using single-molecule micros-
copy. As membrane rafts contain various cell-
signalling molecules, the movement of the raft
components are likely to be important for sig-
nal transduction from the plasma membrane.

n2

n1

Glass surface

d = 100–300 nm

Cell

Evanescent field
I(z) = I0 e–z/d

Objective lens

θ

Laser beam

Figure 1 | Total internal reflection fluorescence microscopy. In total internal reflection fluorescence
microscopy (TIR-FM), when a light beam illuminates the meniscus of two media obliquely from a high (n1) to
a low (n2) diffractive index with an incident angle (θ) that is greater than the critical angle (θc) of total internal
reflection, then an electromagnetic field called the ‘evanescent field’ (I) rises from the interface into the medium
with a lower diffractive index. The evanescent field diminishes exponentially with distance (z) from the interface.
The decay length (d) of the evanescent field is dependent on θ. In objective-type TIR-FM, a laser beam
illuminates the specimen through the objective lens. As the θc of total internal reflection from glass (n1 = 1.52)
to water (n2 = 1.33) is 61°, an objective lens that has a numerical aperture (NA = n1sinθc) larger than 1.33
should be used for objective-type TIR-FM. Specially designed objective lenses that have an NA of 1.45 or
1.65 are now available. Please note that this figure is not to scale. The typical decay length of an evanescent
field is one hundred to several hundreds of nanometres, whereas the thickness of various regions of a typical
cell is ~0.1 µm in lamellipodia to ~10 µm at the nucleus. Typical spacings between the ventral cell surface and
the glass surface are ten to a few hundred nanometres. The red and purple circles represent fluorescent
molecules that, in TIR-FM, are visible and invisible, respectively.



R E V I E W S

IMAGING IN CELL BIOLOGY SEPTEMBER 2003 | SS3

and a method has been developed to detect
the tyrosine phosphorylation of a membrane
receptor in terms of single molecules8 (FIG. 2d).
Single-molecule analysis8,11 has confirmed that
epidermal growth factor (EGF) binding to the
EGF receptor (EGFR) induces the dimeriza-
tion of EGFR, which, in turn, is followed by
autophosphorylation of the cytoplasmic tyro-
sine residues of the EGFR25.

In these experiments8,11, a monoclonal anti-
body that recognizes the cytoplasmic domain
of phosphorylated EGFR was labelled with
the fluorophore Cy3 and was used to detect the

Using a similar technique, single-molecule
imaging of ion channels in the plasma mem-
brane has been performed10,23, and the data
indicate that different types of ion channel
behave in distinct ways. For example, a 
T-lymphocyte K+ channel that was studied
by single-molecule imaging presented as
monomers and was essentially immobile10,
whereas a human cardiac Ca2+ channel tended
to form larger aggregates and was mobile23.
Virus entry into a living cell has also been
observed by visualizing the dynamics of single
viral proteins13, and this single-molecule
detection has a much higher sensitivity com-
pared to conventional methods that require
the accumulation of many viral particles in a
cell. These examples highlight the potential of
single-molecule techniques as new and sensi-
tive assays in pharmacology and pathology.

Dynamics of cytoskeletal filaments. Single flu-
orescent tracers that are incorporated into
large supramolecules can be used to monitor
the dynamics of entire complexes. Watanabe
and Mitchison14 have used single molecules of
actin that are tagged with green fluorescent
protein (GFP–actin) as a tracer for analysing
the spatial regulation of actin-filament
dynamics in live fibroblast cells (FIG. 2c). The
expression of GFP–actin was ingeniously con-
trolled by truncating the enhancer region of
the expression plasmid to achieve a diluted
labelling of endogenous actin (1 GFP–actin
molecule to 10,000–50,000 endogenous
actin molecules). Incorporation into an actin
filament, retrograde movement towards the
cell centre and detachment from the filament
was then observed for individual molecules of
GFP–actin. There has been a long-standing
controversy about the position of actin poly-
merization along an actin filament, and the
appearance and duration of single fluorescent
spots of GFP–actin that were incorporated
into actin filaments allowed the kinetic para-
meters of polymerization and depolymeriza-
tion to be determined. Modelling of the results
indicates that basal polymerization and
depolymerization are constant throughout
lamellipodia — flattened, sheet-like structures
that project from the surface of a cell and are
composed of a meshwork of crosslinked 
F-actin — and that most of the actin filaments
in the lamellipodia are generated by this basal
polymerization. Additional polymerization
within 1 µm of the tip of the cell is thought to
balance the movement of actin filaments
towards the centre of the cell.

Monitoring chemical reactions. Monitoring
chemical reactions will be an important future
goal of single-molecule analysis in living cells,

activation of the EGFR. EGF was conjugated to
another fluorophore (Cy5). To introduce the
Cy3–antibody into the cytoplasm, semi-intact
cells that were perforated by streptolysin O
were used26. After pulse stimulation of the
semi-intact cells by the addition of Cy5–EGF,
Cy3–antibody and ATP were added and the
binding of Cy5–EGF and Cy3–antibody to
the plasma membrane were simultaneously
visualized as single molecules. Fluorescent
spots of Cy3–antibody tended to co-localize
with the clusters of Cy5–EGF, which indicates
autophosphorylation of the EGFR clusters that
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Figure 2 | Single-molecule analysis of cellular events. a | The binding of single molecules of Cy3-labelled
cyclic AMP (Cy3–cAMP) was observed on the surface of an amoeba undergoing chemotactic movement20.
Dissociation curves for Cy3–cAMP and its cell-surface receptor were constructed after observing many binding
durations, and these curves show that the dissociation of Cy3–cAMP is faster at the anterior/pseudopod end of
the cell. This figure was modified with permission from REF. 20  (2001) American Association for the
Advancement of Science. b | Schütz et al.9 showed that Cy5-conjugated dimylistylphosphatidylethanolamine
(DMPE–Cy5) became incorporated into lipid microdomains in the plasma membrane, whereas Cy5-conjugated
dioleoylphosphatidylethanolamine (DOPE–Cy5) did not. The movements of membrane lipids inside and outside
the microdomains could therefore be traced by the separate single-molecule visualization of DMPE–Cy5 or
DOPE–Cy5, respectively. The top part of the figure shows a white light image of a cell labelled with DOPE–Cy5.
The bottom part of the figure shows a magnified fluorescence image of the highlighted white box, in which a
DOPE–Cy5 peak is resolved. The colour bar represents fluorescence intensity, measured in counts/pixels.
This figure was reproduced with permission from REF. 9  (2000) Oxford University Press. c | Watanabe and
Mitchison14 sparsely labelled cellular endogeneous actin filaments with green fluorescent protein (GFP)–actin.
The polymerization, retrograde movement and depolymerization of actin filaments were analysed by single-
molecule imaging of this GFP–actin. The figure shows single GFP–actins that are incorporated into a filament
(red arrows), that move towards the cell centre, and that dissociate from the filament (yellow arrows) and this
work showed that basal polymerization and depolymerization are constant throughout lamellipodia actin
filaments. This figure was modified with permission from REF. 14  (2002) American Association for the
Advancement of Science. d | This image shows the activation of the epidermal growth factor (EGF) receptor
(EGFR) by EGF8. Cells were perforated by streptolysin O and stimulated by Cy5–EGF in the presence of ATP.
Activated EGFR (highlighted by arrows) was detected using the monoclonal antibody mAb74 (anti-activated
EGFR), which was conjugated to the fluorophore Cy3. This figure was reproduced with permission from REF. 8

 (2000) Nature Cell Biology, Macmillan Magazines Ltd.
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be determined to nanometre and piconew-
ton levels of accuracy for displacement and
force, respectively.

For example, a molecular motor, kinesin,
has been found to move processively along a
microtubule with regular 8-nm steps, which
indicates that kinesin ‘walks’ along the α–β
tubulin dimer repeat28. In addition, the step
size of muscle myosin (myosin-II) has been
determined to be ~5–15 nm, although this step
size has not always been consistent among all
researchers (for reviews, see REFS 29–31). To
understand how molecular motors work, it is
crucial to know how the mechanical events are
coupled to the ATP hydrolysis event. Many
techniques have provided insights and, by
combining the nano-manipulation tech-
nique with the single-molecule imaging
technique, we have been able to observe the
coupling between individual mechanical and
chemical (that is, ATP hydrolysis) events of
single muscle myosin molecules directly32. The
next key question is how the power stroke of
the molecular motor is developed. There is a
large body of evidence that indicates confor-
mational changes in the neck domain of
myosin-II heads. Based on these findings, a
lever-arm model is proposed for the move-
ment of muscle myosin and, in this model, the
neck domain acts as a lever arm, the tilting of
which causes displacement of myosin33. This
model predicts that the step size is propor-
tional to the length of the neck domain.

Single-molecule imaging and manipulation
techniques have also been used to study
unconventional myosins — members of the
myosin superfamily that are more amenable to
movement studies than conventional myosins.
However, these myosins are structurally differ-
ent to conventional myosins and are not found
in muscle. Their physiological roles are often
unknown or unclear, although they are known
to travel long distances continuously along
actin filaments to transport cellular cargo
(FIG. 3a,b). A class-V myosin (myosin-V) with
long neck domains moves processively along
actin filaments with large steps34,35 that alter the
angle of a fluorophore attached to the neck
domain before and after stepping36. These
results are consistent with a lever-arm model
for myosin-V movement, although they do not
prove directly that it is the tilting of the neck
domain that is causing the steps. However, data
have been obtained that question the lever-arm
model for the movement of unconventional
myosins37–39 and, on the basis of these data, we
have suggested that another mechanism, such
as the biased linear diffusion of myosin heads
along an actin filament, might be operating for
the processive movement of these myosins40

(see Movie 2 online).

molecules and the microenvironment around
single molecules. However, the functions of
molecules usually cannot be assessed directly
by these techniques. To allow single-molecule
analysis to evolve further, techniques that visu-
alize single molecules must be combined with
techniques that can detect the functions of
these molecules. In fact, such combinations
have already been successfully achieved in
some recent experiments in vitro.

Combination with single-molecule manipula-
tion: analysis of molecular motors. Biological
molecules can be manipulated directly using a
glass needle or the tip of a cantilever of an
ATOMIC-FORCE MICROSCOPE or, less directly, using
beads that are trapped by OPTICAL TWEEZERS27.
Using these techniques, the mechanical
properties of single biological molecules can

contain bound EGF. So, using this technique,
a widely accepted hypothesis for the mecha-
nism of EGFR activation — that is, that the
formation of EGF–EGFR dimers is necessary
for the autophosphorylation of the EGFR —
was proved directly.

Single-molecule analysis in vitro
From the work discussed so far, it is clear that
single-molecule visualization in vivo can be
used to detect the positions and movements of
individual single molecules, or to detect co-
localization between two or more single mole-
cules. SINGLE-PAIR FLUORESCENCE RESONANCE ENERGY

TRANSFER1 can be used to detect intermolecular
structural change in vitro8. In addition, single-
molecule FLUORESCENCE POLARIZATION and spec-
troscopy can be used to detect the movements
and intramolecular structural changes of single
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Figure 3 | Combinations of single-molecule techniques for in vitro protein analysis. Parts a and b
show single-molecule imaging and manipulation of myosin-VI39 . a | Myosin-VI tagged with green fluorescent
protein (green) moved processively along an actin filament, which was labelled with tetramethylrhodamine
(red), from the plus end to the minus end of the filament. This figure was reproduced with permission from
REF. 39 © (2002) Academic Press. b | Beads that were conjugated to myosin-VI were trapped with optical
tweezers and brought into contact with an actin filament that was bound to a glass slide. The position of the
bead could be determined with subnanometre accuracy and, using this system, the step size (36 nm average)
and the maximum force (~1.5 pN) of myosin-VI were measured. φ represents diameter. Parts c and d show
simultaneous electrical and optical measurements of single ion channels43. c | The experimental set-up.
Fluorescently labelled ion channels can be incorporated into a lipid bilayer at the pore of an upper chamber that
is attached to an agarose-coated glass coverslip. These ion channels can then be observed by an objective-
type TIR-FM at the same time as electrical measurements are taken. This figure was modified with permission
from REF. 43 © (2002) Wiley-VCH. d | In a recent study43, the carboxyl terminus of alamethicin was conjugated
to the fluorophore Cy3, and alamethicin–Cy3 was then incorporated into a lipid bilayer (highlighted by the
dashed circle). The arrows highlight alamethicin–Cy3 complexes that moved thermally in the membrane, and
the path taken by one complex is shown. The ion currents from single alamethicin channels were measured
simultaneously. This figure was modified with permission from REF. 43 © (2002) Wiley-VCH. pN, piconewton.
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Combination with single-molecule electrophys-
iology: analysis of channel proteins. The devel-
opment of technology to record the current
through a single ion channel allowed the func-
tions of single proteins to be directly assessed
both in vitro and in vivo41. This technology has
shed light on the kinetic and pharmacologi-
cal properties of many kinds of ion channel,
although detailed mechanisms of ion-
channel function are still being determined.
The ability to monitor the conformation and
chemical state of ion channels, combined with
measurements of single-channel ion currents,
would aid research in this area.

As mentioned earlier, single ion channels
have been visualized in living cells10,23 and,
recently, Sonnleitner et al. visualized single
molecules of a voltage-gated K+ channel con-
jugated to tetramethylrhodamine in living
cells42. In this study, the fluorescent intensity
changed at the same time as the membrane
potential, which indicates that  rearrange-
ments of the protein structure were being
detected. By combining artificial-lipid-bilayer
and single-molecule-imaging techniques, an
experimental system has been developed
that has allowed single ion-channel currents
and single-molecule images of ion-channel
molecules to be obtained simultaneously43

(FIG. 3c,d). Therefore, it should not be long
before simultaneous observation of the con-
formation and chemical states of single ion
channels together with single-molecule 
ion currents is possible, both in artificial
membranes and on the surface of living cells.

Conclusion and perspectives
Developments in single-molecule techniques
in living cells have allowed us to visualize the
location and movements of molecules and to
determine the number of molecules that are
involved in cellular reactions. Reaction kinetics
of intracellular molecules have been measured
and the activation of molecules has been
detected. Single-molecule visualization in
living cells has proven useful for quantifying
cellular reactions and will be indispensable for
further understanding the molecular mecha-
nisms of cellular responses. Single-molecule
techniques can be used at two levels — moni-
toring cellular responses in terms of the reac-
tions of single-molecules and elucidating the
mechanisms of how proteins work in terms of
dynamic, kinetic and conformational changes
of single molecules. Single-molecule manipu-
lation using fine glass needles, optical tweezers
or atomic-force microscopy has become widely
used for protein studies in vivo. The manipu-
lation of membrane proteins at the single-
molecule level has already been reported in
living cells44, and ‘single-channel recording’41 is

another technique that is used to assess the
functions of single molecules in living cells.
In the future, combining single-molecule-
visualization, single-molecule-manipulation
and single-molecule-electrophysiology tech-
niques will be important to allow us to further
understand the nanobiology of living cells.
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With the sequencing of the human genome
nearly complete, characterization of the
functions of the gene products will be an
important next challenge in cell biology. The
rapidly growing number of human disor-
ders that are identified as an intracellular
membrane-trafficking defect unequivocally
shows how protein function is directly
linked to intracellular localization and
emphasizes the importance of understanding
membrane-mediated protein-trafficking
pathways. Electron microscopy (EM) is the
only technique that can combine sensitive
protein-detection methods with detailed infor-
mation on the substructure of intracellular
compartments. This combined resolution
power has given EM a central position in
defining intracellular protein-distribution
patterns and predicts a continuing and
increasing demand for EM in cell biology1–3.

Although EM is an established technology,
new methodologies have recently been devel-
oped to assess the fine-structure identity of
intracellular membrane-enclosed compart-
ments. At the same time, the methods to
localize molecules of interest to within these
compartments have been broadened and
perfected. Furthermore, techniques are now
evolving that literally add an extra dimension
to EM images — electron tomography (ET)
for three-dimensional (3D) imaging and
CORRELATIVE MICROSCOPY for integrating the imag-
ing of live cells and EM. Here, without the
pretension of being complete, we highlight
some of the most recent and developing EM
techniques, which we believe will have an
important role in the future of cell biology.

ImmunoEM: crucial considerations
EM is exploited to its full capacity when its
power to visualize membrane compartments

at high resolution is combined with methods
that specifically localize the functional com-
ponents of these membranes — that is, when
cellular architecture is integrated with molec-
ular information. For maximal output, we
need to strive for the best possible structural
preservation and to use the most sensitive
protein-detection methods.

Cryofixation. The best available approach so
far to immobilize and preserve cellular archi-
tecture is probably CRYOFIXATION3–5. HIGH-PRESSURE

FREEZING is the only way to freeze biological
samples of 10–200-µm thickness without
generating artefacts as a result of ice-crystal
formation, and is therefore the method of
choice for cells and tissues6. In most applica-
tions, high-pressure freezing is followed by
FREEZE SUBSTITUTION. These preparations are
notable because of their sharp membrane
delineation and the clear visibility of their
cytoskeletal elements. In particular, cellular
compartments that are susceptible to shrink-
age as a result of chemical fixation — for
example, endosomes — retain their turgid
shape after high-pressure-freezing fixation 
(J. L. Murk, M. Kleijmeer and B. Humbel,
personal communication). FIGURE 1b shows
an example of a Golgi complex that was pre-
pared using this protocol.

When freeze substitution is omitted and
frozen cells are viewed directly in the electron
microscope, we refer to this method as CRYOEM

— a technique that was pioneered by
Dubochet and colleagues (for more informa-
tion, see REF. 4). CryoEM provides the exciting
possibility of viewing the cell in what is prob-
ably its most natural state. The full procedure,
from high-pressure freezing to visualizing
slices of frozen material by EM, however,
needs further development before it can be

applied routinely3,7. CryoEM of isolated
molecules is a rapidly emerging and powerful
approach for obtaining structural models of
macromolecular complexes in the intermedi-
ate resolution range (0.5–2.0 nm). CryoEM
can be applied to those complexes that are not
suitable for X-ray crystallography because of
their size, instability, or the fact that they are
available only in insufficient amounts (for a
recent overview, see REF. 8). The resolution of
cryoEM usually allows the relative positions
and orientations of individual components
of a macromolecular complex to be deter-
mined to within a few angströms. For example,
recently, single-particle cryoEM of the 
ribosome-bound class I release factor RF2
indicated that binding of RF2 to a stop codon
in the decoding centre of the 30S ribosomal
subunit induces a conformational change in
RF2 that allows it to interact simultaneously
with a stop codon and the peptidyl-transferase
centre of the 50S ribosomal subunit9,10.

Chemical fixation. Although there are routine
protocols for the high-pressure-freezing fixa-
tion of biological samples, precise experimen-
tal conditions must be established for each
sample to prevent the formation of damaging
ice crystals, and not all material is suitable for
cryofixation. This is why many studies still
make use of the more conventional chemical-
fixation methods. Chemical fixation, how-
ever, induces structural artefacts and might
cause the redistribution of particularly small
soluble proteins. To weigh up the pros and
cons of the two preparation methods for
future EM studies, a careful analysis of the
possible artefacts that are induced by chemi-
cal fixation is much needed. The more labo-
rious high-pressure-freezing procedures
might be advantageous for some, but not all,
cell-biological questions.

Assessing molecular information. The most
widely used approach to detect proteins in
cells is IMMUNOEM. Many protein-sorting
events occur in 40–60-nm, often coated,
membrane subdomains, which are below the
detection level of the light microscope and
are distinguishable in the EM only under the
most favourable conditions. The TOKUYASU

CRYOSECTIONING TECHNIQUE11, which was intro-
duced in 1973, has been improved and perfect-
ed so that it now generally surpasses other
techniques with respect to membrane visibility
and labelling sensitivity12–14. FIGURE 2f and 2g

show examples of a multivesicular endosome
and small transport carriers, respectively, as
they appear in ultrathin cryosections. The pre-
ferred tag for the visualization of antibodies by
EM is colloidal gold (FIG. 2d–g), which can be

Electron microscopy in cell biology:
integrating structure and function
Abraham J. Koster* and Judith Klumperman‡

Electron microscopy (EM) is at the highest-resolution limit of a spectrum of
complementary morphological techniques. When combined with molecular
detection methods, EM is the only technique with sufficient resolution to
localize proteins to small membrane subdomains in the context of the cell.
Recent procedural and technical developments have increasingly improved 
the power of EM as a cell-biological tool.
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determination of the subcellular localization
of secretory proteins and even cholesterol19,20.
Moreover, because section fixation occurs at
low temperature and is rapid, it will probably
solve at least some of the alleged penetration
problems of chemical fixation.Alternatively, a
combination of high-pressure freezing/freeze
substitution and subsequent rehydration of the
cells or tissue is presently under development.
This ‘rehydration’ procedure will allow high-
pressure-frozen material to be subjected to the
Tokuyasu cryosectioning technique with a
minimized chance of artefacts that are caused
by chemical fixation, and therefore com-
bines the strongest points of the two methods
(J. W. Slot, unpublished observations).

Localizing lipids. Protein-trafficking events
crucially depend on membranes, but remark-
ably little is known about the in situ intracellu-
lar distribution of lipids.A significant problem
for lipid localization by EM is that routine
fixation procedures immobilize lipids insuffi-
ciently and cause their extraction and redis-
tribution. The best results so far were obtained
with chemically fixed and freeze-substituted
cells21,22. More recently, with some simple
modifications, the Tokuyasu approach was
adapted to localize cholesterol19 and success-
fully provided the first EM double-labelling of
two lipids — cholesterol and bis(monoacyl-
glycero)phosphate20.An increasing number of
lipid-binding toxins are becoming available for
use in EM detection. Combined with the
methodological innovations, this gives us hope
that in the near future the in situ distribution of
more types of lipids will be assessed at high res-
olution. Moreover, it opens up the possibility of
studying protein sorting in a way that can be
directly related to the lipid environment.

Adding new dimensions to EM
Electron tomography. The complexity of cell-
ular architecture goes beyond what we can
derive from two-dimensional (2D) images in
the thin (~70 nm) sections that are normally
viewed in the electron microscope. Our best
3D models of cell organelles are obtained by
looking at their 2D appearance in a series of
thin sections. This approach, however, has a
resolution in the z-axis direction that is no
better than the section thickness. The recently
emerging technique of ET is not limited by
the section thickness and can be used to
generate 3D images of subcellular structures
— called TOMOGRAMS — with an xyz resolu-
tion in the 2–10-nm range23–25. The power of
ET is that it produces 3D images of cellular
structures in a section that cannot be
deduced from conventional 2D EM projection
images in which they appear overlapped. An

made in distinct sizes for the simultaneous
localization of different molecules in a single
experiment. The applications are numerous.
For example, transport carriers can be defined
by their cargo and at the same time by the
presence of specific machinery proteins15.
Counting the individual gold particles allows
the relative intracellular distributions of a pro-
tein to be assessed and, under strictly defined
conditions, even absolute protein concentra-
tions can be determined16. A drawback is that
the gold particles do not penetrate into cells or
sections. ULTRASMALL GOLD, however, does pene-
trate into the sample, which increases the
number of labelled antigens17,18. The potential
of ultrasmall gold to label antigens through-
out the section makes it a promising candidate
for the development of combined immuno-
EM–ET approaches (see below).

New developments in immunoEM
Cryofixation and immunolabelling. An impor-
tant development for future EM studies will be
to combine cryofixation with immunoEM.
The technical challenge here is that sections
must be thawed before the immunolabelling
procedure can be carried out. So, cryofixed
cells must, at some stage, be chemically fixed as
well. Several groups are developing app-
roaches with this aim. The combination of
high-pressure freezing and freeze substitution
has been successfully applied, but generally
gives suboptimal membrane visibility and
labelling efficiency and is therefore limited
in its use. One promising approach is to collect
and thaw thin sections of frozen material in
a mixture of membrane-stabilizing agents
and fixatives. This ‘section fixation’ app-
roach yields excellent images and allows
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Figure 1 | The electron-tomography process on a 250-nm thick section of a high-pressure frozen,
freeze-substituted and Epon-embedded dendritic cell. a | A digital image at 0º tilt, which was taken from
a tilt series of 131 images that ranged from –65º to +65º. Because of the thickness of the section, the
membranes near the Golgi complex (G) are poorly distinguished. The non-specific 10-nm colloidal gold
labels (black dots) were deposited on the surface of the section to allow image alignment during the
reconstruction process27. L, lysosome. b | A 3.2-nm thin digital slice from the tomogram that was computed
from the above-mentioned tilt series. The limited thickness of the digital slice allows the membrane
morphology to be seen more clearly. c | Computer-assisted contour drawing on the digital slice of the
tomogram that is shown in part b. The scale bars in a, b and c represent 200 nm. d | A contour model of some
of the structures that are visible in the tomogram shown in part b. This figure was kindly provided by W. J. C.
Geerts (Department of Molecular Cell Biology, Faculty of Biology, Utrecht, The Netherlands) and J. L. Murk
(Department of Cell Biology, University Medical Center Utrecht, The Netherlands).
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In the membrane-traffic field, ET is espe-
cially important for mapping compartmental
boundaries in cells and to reveal the structure
of complex membrane systems such as the
endoplasmic reticulum (ER)–Golgi interface,
the Golgi region and the endosomal vacuolar
system. Tomograms of cellular organelles —
such as mitochondria, the Golgi complex and
peroxisomes — are being published at an
increasing rate26–30 and have led to the
reassessment of our understanding of some
well-known cellular organelles. For example,
ET has visualized a structural relationship
between the ER and peroxisomes, which
addressed a long-standing issue regarding
peroxisome biogenesis30. Moreover, ET has
provided support for the cis to trans move-
ment of entire Golgi cisternae28, and has
shown that post-Golgi transport carriers bud
from multiple cisternae at the trans side of the
Golgi complex26,27.

With the development of high-quality
charge-coupled device cameras and improved
computer performance7,25,automated ET has
become a reasonably fast and well-controlled
approach, as far as data collection in the instru-
ment and image processing to produce a
tomogram are concerned31. Translation of ET
data into a biological model is still, however,
less straightforward. For example, the 
computer-assisted drawing of membranes in a
tomogram often involves the selection of struc-
tures and the subjective interpretation of the
image. To assure the objectivity of a construct-
ed model, it is therefore desirable that several
independent researchers interpret the data that
are embedded in the original tomogram.

ET and macromolecular imaging. Evidently,
the power of ET would be increased tremen-
dously if it were combined with immunoEM
— for example, by using ultrasmall gold that
penetrates and labels the full thickness of the
sections. In several groups — including 
the combined efforts of our laboratories —
immunolabelling protocols for thick sections
are now being developed, but alternatives for
immunolabelling are also emerging. Recently,
the first ET results were obtained using direct
cryoEM7,29,32; this approach is referred to as
cryoET. An important potential of cryoET is
that, when the high-resolution structural
template of a molecular structure is known
(for example, from X-ray crystallography
results) and the macromolecular structure is
sufficiently large and distinct in shape, it can be
identified unambiguously in the tomogram33.
Therefore, cryoET can be used to localize
large supramolecular complexes in their cellu-
lar environment without the need for further
steps, such as chemical fixation, staining,

model (FIG. 1d). Movies that further illustrate
this procedure are available online (see Movie 1
and Movie 2 online).

example of the tomography procedure is illus-
trated in FIG. 1, which shows the conversion of
an ET image (FIG. 1a) to a computer-based 3D
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Figure 2 | An example of correlative live-cell–electron microscopy of a single cell. In this example, the
fluorescent spots that are seen in live-cell imaging are exposed as being from distinct compartments using
electron microscopy (EM). a | Confocal image of the selected cultured endothelial cell (arrow) that is
expressing the endosomal–lysosomal protein CD63 conjugated to green fluorescent protein (GFP).
Arrowheads point to marks on the coverslip (Eppendorf) that are used to relate back to these images from the
cells under the electron microscope. b | A stacked fluorescence image of the selected cell. c | A confocal 370-
nm slice of the selected cell that shows five distinct fluorescent spots. d | A correlative EM image of an ultrathin
cryosection of the selected cell39. The boxed area is the same as in part c. e | High magnification of the boxed
area that is shown in c and d. The numbers refer to the spots that are shown in c, which are now highlighted by
the presence of 10-nm gold particles (black dots) that were obtained by immunolabelling GFP. f | The original
fluorescent spot 2 was found to correspond to a multivesicular body (MVB). g | The original fluorescent spot
5 was found to correspond to a cluster of vesicular profiles (arrowheads). N, nucleus; P, plasma membrane.
The scale bars represent 25 µm (a), 5 µm (b,c), 2 µm (d), 500 nm (e) and 200 nm (f,g). This figure was kindly
provided by V. Oorschot and R. Wubbolts (Department of Cell Biology, University Medical Center Utrecht,
The Netherlands).
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this were a weakness. The visualization of the
interior of a cell in combination with molecu-
lar topography is a continuing inspiration for
conceptual thinking and for understanding
molecular function. Structure is unequivocally
linked to function, and EM is one of the few
techniques that can resolve the structure of
subcellular compartments together with their
molecular make-up. EM is no more descrip-
tive than many of the genomics or proteomics
approaches, it just operates at a higher level of
biological organization.

The upcoming EM technologies will allow
the localization of a progressively wider spec-
trum of molecules against the structural
background of almost perfectly preserved
cellular architecture. To develop a compre-
hensive view on healthy and diseased cells,
future EM must stand side by side with com-
plementary light-microscopy, genetic and
molecular approaches. EM equipment has
become increasingly user-friendly and, with
the commercialization of many of the main
reagents, EM applications have come into
reach of every laboratory that is willing, and
able, to invest resources. However, consulta-
tion with experienced researchers who are
familiar with the morphological landscapes of
the cell will be invaluable to ensure that data
are interpreted accurately.
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labelling or genetic modification. For example,
on the basis of its shape alone, the macromol-
ecular structure of the 26S proteasome — the
cytosolic multisubunit molecular machine
that is responsible for intracellular protein
degradation — could be identified in the
tomogram that was constructed from a
frozen Dictyostelium discoideum cell32. In the
long term, using cryoET, we might be able to
determine the cellular location of molecular
complexes of only several hundred kDa on
the basis of their shape, which opens up the
exciting possibility of being able to photo-
graph molecular machineries at work in cells.

Integrating live-cell imaging and immunoEM.
Imaging fluorescent proteins in living cells is a
powerful technique that reveals the kinetics
and direction of protein dynamics (see also the
review on page S7 of this supplement).
However, as with all fluorescent-microscopy
methods, live-cell imaging lacks the fine-
structure information against which the fluor-
escent signal can be interpreted. The resolution
of light-microscopy-based methods is typical-
ly ~200–500 nm. Hence, a fluorescent spot can
consist of many small vesicles or highlight only
part of an organelle34. By using immunoEM,
proteins can be localized at the level of the
smallest vesicle, however, the static EM images
give no clue as to the directionality of the
membranes observed. To fill the gap between
live-cell imaging and EM, several groups are
developing correlative-microscopy methods35.
In a first set of studies, green fluorescent
protein (GFP) was genetically tagged to the G
protein of the vesicular stomatitis virus
(VSV-G)28,36. The individual transport inter-
mediates were monitored by video micros-
copy, after which the cell under study was fixed
and processed for pre-embedding immuno-
EM using anti-VSV-G. This approach revealed
an unexpected pleiomorphic complexity of the
VSV-G transport carriers.A promising alterna-
tive method, which overcomes the drawbacks
of the harsh pre-embedding immunoEM pro-
cedure, makes use of a new fluorescein deriva-
tive — ReAsH37 (see also the review on page S1
of this supplement). With respect to what is
important for correlative microscopy, when
the fixed cells are intensely illuminated, ReAsH
catalyses the photo-oxidation of diamino-
benzidine, which results in electron-dense pre-
cipitates that can be visualized by EM37.

Recently, a new preparation method has
been introduced that allows Tokuyasu
cryosections to be adapted for correlative
microscopy38. The power of this approach 
is shown in FIG. 2. Here, the intracellular 
trafficking of a GFP-conjugated construct 
of CD63 — a late endosomal–lysosomal

protein — was imaged by both confocal
microscopy and immunoEM using anti-
GFP–10-nm gold on thawed cryosections.
FIGURE 2 highlights an important point:
seemingly similar fluorescent spots (spots 2
and 5 in FIG. 2c) are localized by immunoEM
to different organelles — that is, endosomes
(FIG. 2f) and Golgi-associated structures (FIG. 2g),
respectively. This example shows that fluo-
rescent patterns must be interpreted with
the utmost caution and that correlative
high-resolution immunoEM can provide
essential information on the structures that
underlie these signals.

As well as establishing the kinetics and
carriers of distinct intracellular transport
steps, correlative live-cell–immunoEM will be
particularly useful in studying those events
that involve a sudden change in the cell. For
example, the conversion of a multivesicular
endosome into a tubular lysosome, which is a
recently discovered aspect of antigen presen-
tation by dendritic cells, has been described
in live cells39 and using immunoEM40.
Integrating this information would help to
pinpoint the exact morphological changes
and the molecular mechanisms that are
involved in this intriguing process of mem-
brane redistribution. For these correlative
studies, it is important that the cells are fixed
for EM at the exact moment at which the
change takes place. High-pressure freezing is
extremely rapid, but the time interval
between cell selection under the light micro-
scope and transfer to a high-pressure-freezing
apparatus takes 15–20 seconds, which is too
slow to fix rapid intracellular movements at
the exact time of interest. Methods that
solve this problem would provide another
powerful tool for correlative live-cell–
immunoEM/EM.

Finally, we would like to refer briefly to the
potential of FLUORONANOGOLD complexes41.
These probes can be used to label ultrathin
cryosections and the fluorescent signal can be
visualized using a sensitive light microscope.
The same section can then be subjected to
silver enhancement to amplify the signal for
subsequent EM. At present, this technique has
only been applied to fixed cells, but, when
FluoroNanogold-labelled probes are designed
that can be administered to living cells, it
might potentially be extended to correlative
live-cell–immunoEM imaging.

Final remarks
Some of the most profound insights in cell
biology come from morphological analyses of
subcellular structures. However, today, the
appreciation of EM data is ambiguous. EM
studies are often disdained as ‘descriptive’, as if
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The success of reductionistic approaches in
biomedical research has yielded an unprece-
dented knowledge of the components that
are involved in biological processes, and
researchers now face the challenge of inte-
grating this knowledge into a more complete
understanding of whole systems. For example,

the revolution in molecular biology has
given us important new insights into the
function of genes and gene products that
might guide embryonic development. Many
of the signalling pathways that are involved
in the specification of cell types and the pat-
terning of tissues are being defined, as are

the transcription factors that are involved in
controlling cell-type-specific and region-
specific gene expression. To answer the basic
question of how an embryo develops, we
must determine how these molecular
processes are assembled into an organism.
The classic publications in the field of experi-
mental embryology1–3 illustrate the power of
describing cell behaviours (in terms of cell
lineages and movements) and then perturb-
ing the development of an embryo to test
hypotheses regarding the underlying mecha-
nisms. Advanced imaging techniques offer an
important stepping stone to integrate these
disparate approaches4, and allow questions
about cellular and molecular signalling events
to be posed in the most relevant setting of the
intact embryo.

Imaging thick specimens
The focus of intravital imaging is to follow
cellular and subcellular events in the context
of an entire organism. This presents a signif-
icant challenge to researchers, because all
but the youngest embryos are significantly
thicker than can be imaged easily with light.
The image collected by a camera in a wide-
field light microscope is typically blurred,
because light from above and below the

MRI: volumetric imaging for vital
imaging and atlas construction

Russell E. Jacobs, Cyrus Papan, Seth Ruffins, J. Michael Tyszka and 
Scott E. Fraser

Magnetic resonance imaging (MRI) is well known for its ability to capture 
non-invasively the three-dimensional structure of complex tissues such as the
human brain. The physics underlying this technique means that it can be refined
to collect high-resolution images in settings that would scatter the radiation used
in direct-imaging techniques. This makes microscopic MRI a powerful tool to
observe events and structures deep inside otherwise opaque soft tissues.
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tissues to radiation that can mutate or
otherwise damage them. Magnetic reso-
nance imaging (MRI)12 is a powerful tool

focal plane contributes to the image. To
overcome this, computational tools, such as
image deconvolution5, can be used to mini-
mize the blurring, but a single processed
image requires the collection of several
planes of image data, which is difficult in
living and moving specimens. The use of
laser-scanning techniques provides optical
sectioning capabilities that can reject the
contribution of light from above and below
the plane of focus, which gives light
microscopy the ability to penetrate a few
hundred micrometres into the specimen6.
However, light scattering eventually limits
the performance of LASER-SCANNING MICROSCOPY,
because a focused laser spot of sufficient
intensity cannot be created at great depth. As
a result, light-based techniques for deep
imaging must obtain useful image data in
the presence of a large background of scat-
tered photons — for example, by collecting
only those photons that are unscattered
(ballistic photons7) or by collecting the pho-
tons that are scattered only once (optical
coherence tomography 8). An alternative
approach is to make use of the highly scat-
tering nature of biological tissue and to use a
diffuse-imaging technique, in which light is
treated as diffusing through the specimen9.
As much promise as these techniques offer, it
sometimes seems that these advances have
been achieved by fighting with the under-
lying physics of light imaging  in short,
that the field is attempting to collect a clear
image in a hostile environment.

To circumvent the difficulty of collecting
imaging data in a thick specimen, the field
of medical imaging has adopted radiation 
of higher energy, which allows the collection of
a significant number of unscattered pho-
tons. The use of conventional X-rays suffers
from the same problem as wide-field
microscopy, in that absorption or scattering
by the specimen through its entire thickness
contributes to the data recorded by the camera.
However, computational processing of a
large number of X-ray images from many
angles can offer striking three-dimensional
(3D) images of structures. Similar computer
tomography algorithms can be used to
localize radio-isotopically labelled mole-
cules in 3D. For example, SINGLE-PHOTON 

EMISSION COMPUTED TOMOGRAPHY (SPECT) can
be used to collect, from a number of angles,
the emission of high-energy photons that
occurs as a result of radioactive decay, and
POSITRON EMISSION TOMOGRAPHY (PET) can be
used to collect the two annihilation photons
that are emitted when a positron from the
decay of a radioactive label meets a nearby
electron10,11. Central to all of these approaches

is the use of ionizing radiation; therefore, the
quality of the images must be balanced with
the intrinsic risks of exposing biological
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Figure 1 | The basics of magnetic resonance imaging. a | This panel illustrates the source of a typical
magnetic resonance imaging (MRI) signal. 1H nuclei (red circles) possess an intrinsic magnetism (black arrows)
and align either with, or against, an applied magnetic field (green arrows). Slightly more nuclei align with the field,
which leads to a small net or bulk nuclear magnetization. A typical magnetic resonance image of the human
brain detects 1H nuclear magnetization of water and lipids. The image of the human brain shown in the figure is
composed of volume elements (voxels). These volume elements are on the order of one microlitre in size (that
is, they are not to scale in the figure) and they contain perhaps 1019 water molecules (that is, many more than
are shown in the figure), of which only a few parts per million contribute to the detectable signal. The intensity
recorded from each of these voxels (shown as different shades of grey in the top right part of the figure) depends
on the details of the data collection, and the local environment and chemical species in the voxel. b | This panel
shows the use of linear magnetic-field gradients in MRI to obtain a one-dimensional (1D) projection image of a
spherical water sample. When the bulk nuclear magnetization is tilted away from equilibrium by a pulse from the
radio-frequency (RF) coil, the precession frequency of this magnetization is proportional to the local field
strength. As a result, a linear field gradient imposed on the specimen can be used to encode the distance along
the gradient direction as frequency in the detected signal. In this example, water in the yellow-shaded area of
the sphere contributes signal to a narrow band of frequencies in the spectrum that forms a 1D projection image
of the sphere. This approach can be extended to two-dimensional and three-dimensional MRI by using
sequences of RF and field-gradient pulses and both frequency and phase analysis of the detected signal.
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proton that forms the 1H nucleus that is pre-
sent in water, fat and other biomolecules.
Individual 1H nuclei have a magnetic
moment, which is analogous to a subatomic
bar magnet, but, practically, MRI is often
described in terms of the total or bulk nuclear
magnetization that arises from large groups of
such nuclei — for example, a typical one
microlitre volume element (or voxel) in
human-brain MRI contains perhaps 1019

water molecules (FIG. 1a). The bulk magnetiza-
tion arises from the slight excess (typically a
few parts per million) of nuclei that align
with, rather than against, the applied mag-
netic field, which is on the order of 1–12 Tesla
for most MRI systems. A short pulse of
radio-frequency (RF) magnetic field, which is
generated by a nearby antenna (RF coil), can
tilt the bulk nuclear magnetization away from
its equilibrium direction. The bulk magneti-
zation then begins to rotate or precess around
the static-field direction at a frequency (the
Larmor frequency) that is proportional to
the strength of the static field. The same
antenna that is used to tilt the magnetization
can also detect the weak signal from the pre-
cessing bulk magnetization. The precessing
state typically decays in tens or hundreds of
milliseconds in biological tissues.Variations in
the local magnetic field in tissue samples dis-
perse the precessional frequencies in the
sample, which greatly increases the decay rate
of the detectable signal. However, additional
RF pulses allow the signal to be ‘refocused’ at
slightly later times in what are termed ‘spin
echoes’. These spin echoes — which are a well-
established, basic physical phenomenon — are
sufficiently large to be recorded and form the
basis of many MRI collection methods13,14.

In MRI, imaging is based on the linear
relationship between the applied magnetic-
field strength and the precessional frequency
of the bulk magnetization. A linear-magnetic-
field variation or gradient can be imposed on
the sample, which results in a linear variation
of the precessional frequency with distance
along the gradient direction, and is known as
frequency encoding (FIG. 1b). These field gra-
dients are typically pulsed and combined
with RF pulses to localize the MRI-signal
source in two-dimensional (2D) and 3D
space. Restrictions in the way in which the
gradient and RF pulses can be combined lead
to typical image-acquisition times of minutes
and sometimes hours. The use of frequency
encoding (and its close relation, phase
encoding in 2D and 3D MRI) results in the
data being acquired in an ‘inverse space’,
which is analogous to diffraction patterns
that are acquired in optics, and the final
transformation to a real-space image is

The basics of MRI
MRI exploits the nuclear magnetic resonance
(NMR) effect, in which certain atomic nuclei
can interact with radio waves when they are
placed in a strong, applied magnetic field.
Almost all MRI experiments observe the

for imaging in otherwise difficult prepara-
tions without the use of ionizing radiation.
Before discussing the present applications 
of MRI and its future prospects, we present
a brief overview of how such images 
are acquired.

a b

c

Figure 2 | The creation of volumetric atlases from microscopic magnetic resonance imaging data.
a | This panel shows a single slice of a three-dimensional (3D) magnetic resonance (MR) image of a fixed
mouse embryo. Images of this type must be annotated using manual segmentation. b | This panel depicts
semi-transparent volume rendering of the surfaces of the various organ systems that were visible in the
MR image and that were manually determined using the program AMIRA (TGS Software, San Diego,
California, USA). c | This part of the figure shows a screen shot of a data set that is in the process of being
segmented. Some of the primordial skeletal system and the central nervous system have been outlined.
The ability to have the 3D representation (upper left image) and the three orthogonal planes in view simul-
taneously greatly simplifies the manual segmentation process.
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name, colour and ‘material identifier’. The
assigned voxels are stored as separate image
files with the same image dimensions as the
original image. These ‘label files’ serve as
the raw database input and are used to gener-
ate surface models for visualization purposes.
These models are useful for visualizing the 3D
geometry of specific anatomy and the spatial

obtained using computational methods.
Typical spatial resolutions vary from tens of
micrometres to millimetres depending on the
size of the sample, the imaging time available
and the limitations of the hardware.

Contrast in MRI arises from variations in
the local environment and the concentration
of water15–18. Two relaxation time constants
(T

1
and T

2
), which are associated with the

decay of the perturbed magnetization back to
equilibrium following an RF pulse, are useful
when considering the intrinsic physical vari-
ations that give contrast. These two time
constants vary with the local microscopic
environment that is experienced by a water
molecule or other detectable species.
Environmental factors include, but are not
limited to, viscosity, water temperature, and
proximity to macromolecules or paramagnetic
ions19. By altering the timing of the RF and
gradient pulses, it is possible to sensitize the
magnetic resonance image to intrinsic varia-
tions in T

1
or T

2
. Other intrinsic phenomena,

such as water diffusion and bulk motion, can
be encoded in the image contrast, which
makes MRI an incredibly flexible tool for the
non-invasive imaging of biological systems.
In clinical and research settings, such inherent
contrast mechanisms allow the acquisition of
3D images with striking soft-tissue contrast.

Anatomical images and 3D atlases
MICROSCOPIC MAGNETIC RESONANCE IMAGING (µMRI),
which is performed using large magnetic
fields and field gradients, can give a resolution
to ~10 µm. Such images of developing
embryos contain a wealth of data and can be
visually striking. As one step in transforming
these data into information (and hopefully
then into knowledge about embryonic
development), magnetic resonance images
can be used as the basis for digital atlases of
development20. Atlases are crucial as educa-
tional and analytical tools and as tools for
communicating complex information. Using
µMRI, the internal structures of opaque
embryos can be imaged without sectioning,
which leaves the embryo in the most unper-
turbed state possible. Furthermore, µMRI is
an excellent imaging modality for construct-
ing 3D atlases, because small structures can be
resolved and are readily identified. In addi-
tion, the data are inherently in register and are
not distorted by sectioning. Perhaps the most
labour-intensive and time-consuming aspect
of digital atlas creation is the delineation of
anatomical structures. The segmentation and
annotation process is outlined in FIG. 2.

Unlike classical atlases, which often have
simple pointers to anatomical features in an
image, identified structures in volumetric

digital atlases have defined boundaries
because each element in the image volume is
assigned an identifier. A typical image seg-
mentation session involves the operator
manually selecting a series of voxels in an
image volume on a slice-by-slice basis, in any
or all orthogonal planes, using tracing or
painting tools. Selected voxels are assigned a
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Figure 3 | A time-lapse movie of Xenopus laevis gastrulation. Each image shows a slice through a three-
dimensional (3D) microscopic magnetic resonance imaging (µMRI) scan that was collected as a Xenopus
laevis embryo developed inside the magnet (the figure shows one of every three time-points collected in the
series). The animal pole is up, vegetal is down and dorsal is to the right. No contrast agent was used in this
experiment; the regional differences in intensity are due to intrinsic contrast only. The fluid-filled cavities 
blastocoel (bc) and archenteron (ar)  are the most intense regions in the images, the fat-filled vegetal cells
(veg) are the darkest, and the animal-cap cells (ac) and their descendents are of moderate intensity. The ability
to discriminate cell type by intrinsic contrast allows the convenient visualization of the thinning and spreading of
the animal pole of the embryo during epiboly (the movement of the quickly dividing animal-pole cells downward
to engulf the more slowly dividing vegetal cells before gastrulation) and of many of the coordinated cell
movements that make up gastrulation. To collect the images, the embryo was placed in a 2-mm diameter tube
in ~10 µl of rearing medium. The sample was maintained in the scanner at 15 oC throughout the course of
gastrulation and was scanned hourly. At this temperature, gastrulation takes about 12 hours, which allows
both sufficient time to obtain a full 3D scan without motion blur and sufficient temporal resolution to follow
morphometric movements. These images were obtained using a Bruker Avance DRX500 (11.7 Tesla) system.
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image. T
2 
agents often incorporate ferromag-

netic or superparamagnetic centres (for
example, iron nanoparticles encapsulated in
dextran) that make the local magnetic field
less homogeneous and thereby speed up the
phase randomization of nearby spins. This
results in a decrease in the local signal in a
T

2
-weighted image.
Clinically, both T

1 
and T

2
agents are used

to label the blood pool and, in some cases, are
used to enhance the visualization of a specific
tissue or organ because of the affinity of a
given agent. In experimental settings, such
agents can be targeted more selectively by the
direct microinjection of a contrast agent22 or a
bifunctional contrast agent (both fluores-
cence and MRI labels24) into single cells, by
fluid-phase uptake25 or by receptor-mediated
uptake26,27. FIGURE 4 shows a living Xenopus
embryo in which a single blastomere was
labelled by co-injecting it with fluorescence
and MRI lineage labels. This shows that it is
possible to generate high-resolution images of
labelled cells and their descendants through-
out the development of a specimen.

Future prospects
Diffusion-tensor imaging. A basic MRI pulse
sequence can be sensitized to the motion
(diffusion) of water in a specific direction
using additional powerful magnetic-field gra-
dient pulses in a process known as ‘diffusion
weighting’. Water diffusion is restricted by cell
membranes and other structures, and the
diffusion rate seems to vary with direction
depending on the local organization of tissues
(diffusion anisotropy). By collecting sets of
diffusion-weighted images that differ in sensi-
tivity according to direction, a picture can be
built up of the microscopic restrictions that
are experienced by water molecules in living
tissue28. For example, water seems to diffuse
much faster along the length of white-matter
nerve bundles and tracts than across their
width, even in the absence of myelin29,30.
Diffusion anisotropy is often modelled using
a tissue property called the diffusion tensor31.
Details of the tensor model are beyond the
scope of this review, but it allows the average
diffusion properties of tissue to be deter-
mined at every voxel of the MRI image.
White-matter tracts in the human brain can
therefore be traced from one region of the
brain to another using the diffusion
anisotropy as a guide32,33. Recent work from
the laboratory of Susumu Mori shows the
utility of high-resolution diffusion-tensor
imaging (DTI) of human and mouse
brains34,35. More sophisticated models of diffu-
sion anisotropy that can accommodate fibre
crossings and other complicated geometries

sets using either wide-field or laser-scanning
microscopes. The different regions of the
embryo are distinct in µMRI owing to intrinsic
contrast: the central fluid-filled cavity in the
embryo (the blastocoel) is almost pure water,
which results in a long T

1
; the cells in the

animal pole of the embryo have a much
shorter T

1
and T

2
owing to the cytoplasmic

components that are present in these cells and
that interact with the water; and the cells in
the vegetal pole of the embryo contain much
less free water and more fat, which makes
them distinct from the animal-pole cells23. In
our recent experiments (C.P., S. S. Velan,
S.E.F. and R.E.J., unpublished observations),
we employed µMRI to record 3D time-lapse
images at an isotropic resolution of 40 µm at
55 minutes per 3D image. This spatial and
temporal resolution is sufficient (given the
slow development of the embryos at reduced
temperatures) to follow small groups of cells
and, in some cases, even individual cells as the
animal develops in the MR scanner (FIG. 3).

Extrinsic contrast and MRI labels
Extrinsic agents can be introduced to selec-
tively alter the relaxation times (T

1 
and T

2
),

which allows specific tissues, cells or fluid
compartments to be rendered more distinct.
T

1 
agents typically involve a chelated gadolin-

ium ion, which can speed up the return of
surrounding water protons to equilibrium
and thereby increase the number of spins
that can absorb the next RF pulse. This selec-
tively increases the signal in a T

1
-weighted

relationships between two or more structures
(FIG. 2). The surface models also provide mor-
phometric data such as the surface area and
volume of the developing anatomy. In general,
however, understanding developing systems
goes beyond simple structural identification,
so multidimensional atlases are now being
created that incorporate additional informa-
tion such as gene-expression, biochemistry or
cell-fate data. The Edinburgh Mouse Atlas
Project (see Online links) is one such digital
atlas that is based on histological sections. This
atlas also provides access to the anatomical
ontology and Jackson Labs GDX (gene-
expression database) through an image-query
interface21. Ultimately, such higher-dimen-
sional atlases will provide us with a conve-
nient, compelling and intuitive way to access
numerous types of information about devel-
oping organisms. For an example of MRI
atlas construction, see Movie 1 online.

Live embryo imaging
As µMRI can collect images of living speci-
mens, it offers the possibility of observing the
3D anatomy of the embryo as it develops22.
Xenopus laevis embryos are ideally suited to
such four-dimensional imaging, as these large
(~1.2-mm diameter) embryos develop nor-
mally at room temperature in a simple
medium of artificial pond water. µMRI offers
an important advantage over light-based
imaging technologies, because yolk inclusions
in the cells of the Xenopus embryo scatter
light and prevent the acquisition of 3D data

b c

a

Figure 4 | Epi-fluorescence and microscopic magnetic resonance images of a stage 13 Xenopus
laevis embryo. a | At the 32-cell stage, the blastomere B1 (highlighted in yellow) was injected with a
bifunctional contrast agent to allow the descendants of the injected cell to be followed during development.
Using both fluorescence (b) and magnetic resonance imaging (c) techniques, the labelled clone of cells is
strikingly visible in the images taken at stage 13. The embryo is viewed from the dorsal side, with the anterior
pole pointing downwards. The labelled clones are in the positions expected from previous fate maps, but,
whereas only the surface details are visible in the fluorescence image (b), the three-dimensional magnetic
resonance image (c) can show the depth of the clone and the forming primitive gut (the archenteron).
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in µMRI imaging technologies will offer
views into the development, structure, func-
tion and dysfunction of the central nervous
system, which will benefit basic biological
research as well as provide new tools for clinical
diagnostic imaging.
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are under development36. DTI has confirmed
many of the well-known regional connec-
tions in the normal human brain and, with
further development, promises to reveal even
finer neuroarchitectural detail of both normal
and pathological conditions.

Magnetic resonance spectroscopy. Magnetic
resonance spectroscopy (MRS) is widely
used in analytical chemistry for molecular
structural analysis. This powerful tool can be
reapplied to living systems to extract metabolic
information from a single, small volume of
tissue or to create a 2D or 3D metabolic map
over a larger area. Most in vivo applications
are based on spectroscopy of the endogenous
1H nucleus and reveal as many as 35 low-
molecular-weight metabolites, which include
intracellular N-acetylaspartate, creatine,
choline and glutamate in the mammalian
brain37. The diagnostic capabilities of single-
voxel 1H spectroscopy in the human brain are
well established, and are particularly suited to
diffuse neuropathologies such as Alzheimer’s
disease, hepatic encephalopathy, hypoxia
and metabolic disorders38.

Recent technical improvements now allow
1H spectra to be acquired from hundreds and
even thousands of subvolumes in the brain in
a matter of minutes using a process called
SPECTROSCOPIC OR CHEMICAL-SHIFT IMAGING39,40. The
maps of metabolite concentration that are
derived from these spatially resolved spectra
show promise for both the diagnosis of brain
tumours and planning of the subsequent
therapy 41,42. Experiments with other NMR-
sensitive nuclei, such as 13C and 31P, both in
single-voxel and imaging modes, highlight
the promise of MRS for the more advanced
examination of metabolic pathways, such as
the tricarboxylic-acid cycle (for a recent study,
see REF. 43). As more sophisticated techniques
from analytical structural NMR will be
reapplied in vivo to both human and animal
brains, the future looks bright for non-invasive
metabolic mapping by MRS.

Transgene detection. The spatial resolution of
MRI and the chemical sensitivity of MRS
mean that combining these techniques is use-
ful for sensing transgene activity in vivo. The
Koretsky laboratory did just this when they
expressed creatine kinase (CK) as a transgene
in the livers of mice. The expression of CK
could be visualized in the liver by monitoring
the phosphocreatine spectroscopic peak44.
Other approaches have used a transgene for
the tyrosinase gene (pcDNA3tyr) that increas-
es melanin production and thereby renders the
cells that are expressing melanin visible in a
T

2
-weighted image (melanin shortens the T

2

relaxation time)45. In addition, an MRI-
detectable reporter gene has been created by
engineering the transferrin receptor so that it
can selectively take up transferrin-based MRI
contrast agents26,27.

In a separate approach, contrast agents
have been generated that can be activated by
an enzymatic activity 24,46. The ability of such
compounds to serve as a strong T

1
-contrast

agent is partially inhibited by the presence of
a blocking moiety that prevents the direct
interaction of water with the chelated
gadolinium ion. In the T

1
-contrast agents

Egad and EgadMe, the blocking moiety is a
galactose sugar, and the agent only becomes
fully active after the sugar is cleaved by the
enzyme β-galactosidase. EgadMe has been
introduced into all of the cells of a Xenopus
embryo by injecting it into the fertilized egg,
thereby allowing the expression of the 
β-galactosidase marker enzyme to be
observed in the living cells46. However, such
T

1
-contrast agents have yet to find wide-

spread use in systems such as the mouse,
owing to the difficulty in obtaining a uniform
uptake of the contrast agent into the interior
of the cells where the enzyme is localized. Our
attempts to overcome this limitation by
covalently attaching permeabilizing agents,
such as the HIV tat peptide47, to an other-
wise impermeant contrast agent have not
yet proved successful.

Conclusions
MRI provides an ideal tool for obtaining
internal 3D views of optically opaque systems.
Its acute sensitivity to the local physical and
chemical environment provides us with
knowledge about the internal structure and
function of intact living systems. High-
resolution µMRI is an emerging technique
that is capable of imaging biological subjects
in vitro and in vivo at near-cellular resolution
(~10–50 µm). The capabilities of µMRI make
it an ideal complement to existing technolo-
gies, as it can fill the resolution gap between
PET/SPECT (~0.1–1 mm) and confocal/two-
photon optical (~1 µm) imaging metho-
dologies. Changes in tissue morphology, the
progression of disease states and biochemical
changes can all be visualized directly using
µMRI. The principal disadvantage of MRI is
its low sensitivity. This can lead to relatively
long data acquisition times (seconds to days)
and relatively low signal strength. Limitations
in the signal strength can force users to make a
difficult choice between low spatial resolution
and low image contrast. Hardware improve-
ments to increase the signal:noise ratio and
new hyperpolarization techniques48 continue
to mitigate this problem. Future advancements
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Any attempt to forecast the future of a fast-
moving subject is foolhardy, but at the
Editors’ request, I offer a few idiosyncratic
extrapolations that indicate in which directions
I feel imaging ought to progress.

Systematic cell and developmental biology
began in the nineteenth century with mor-
phological descriptions of visible structures,
the chemical basis of which was largely
unknown. Meanwhile, physiology began to
describe the amazing, complex responses of
living systems to real-time perturbations,
but again molecular details were missing.
The twentieth century witnessed explosive
progress in macromolecular biochemistry
and genetics, which started with the rediscov-
ery of Mendelian genetics and the recognition
of biopolymers, and culminated in the
sequencing of complete genomes. However,

genome sequences alone lack spatial and tem-
poral information and are therefore as
dynamic and informative as census lists or
telephone directories. The challenge for the
twenty-first century is to understand how
these casts of molecular characters work
together to make living cells and organisms,
and how such understanding can be harnessed
to improve health and well-being. I believe
this quest will depend heavily on molecular
imaging, which shows when and where
genetically or biochemically defined mole-
cules, signals or processes appear, interact
and disappear, in time and space. Therefore,
molecular imaging synergistically draws on
physics, chemistry, anatomy, physiology,
biochemistry and genetics.

Perhaps the first breakthroughs in mole-
cular imaging were the development of

fluorescent-antibody techniques in the
1940s and in situ hybridization techniques in
the 1980s (for historical reviews, see REFS 1,2),
which reveal the spatial distribution of protein
and nucleotide sequences respectively, albeit
only in dead fixed cells or tissue sections.
Significant advances in cell physiology also
came in the 1980s from the development of
fluorescent organic dyes that could non-
destructively image ionic signals such as pH,
Ca2+ and membrane potential with high
spatial and temporal resolution3. However,
the range of signals for which satisfactory
indicators could be devised was very limited,
applications to intact organisms or non-
mammalian cells were rare, and targeting to
specific subcellular locations or cell types
was nearly impossible. A paradigm-shifting
advance that occurred in the past decade was
the cloning4 and expression5 of the jellyfish
green fluorescent protein (GFP), which
enabled visible fluorescence to be genetically
encoded by a single portable DNA sequence6.
Much of the revolution wrought by GFP and
its variants is reviewed in other articles in this
supplement. The prevalence and success of
GFP indicate that comparable revolutions
might result from genetic sequences that
robustly encode image contrast for other
methods, such as electron microscopy
(EM), NANOPROBE SCANNING, OPTICAL COHERENCE

TOMOGRAPHY (OCT), magnetic resonance
imaging (MRI), MAGNETOENCEPHALOGRAPHY

(MEG) and near-infrared fluorescence. The
spatial and temporal domains of these imaging
techniques, and other techniques that are
discussed in this article, are shown in FIG. 1.

Imagining imaging’s future
Roger Y. Tsien

Imaging specific molecules and their interactions in space and time will be
essential to understand how genomes create cells, how cells constitute organ-
isms and how errant cells cause disease. Molecular imaging must be extend-
ed and applied from nanometre to metre scales and from milliseconds to days.
This quest will require input from physics, chemistry, and the genetics and bio-
chemistry of diverse organisms with useful talents.
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a particular piece of hardware and its operating
system, and therefore loses portability. We are
lucky that the genetic code is so standardized.
Advances in instrumentation hardware have
the lowest rate of dissemination and all too
often end up amusing only their creators
unless a major manufacturer becomes a
committed advocate.

Nanometre to micrometre imaging
Many important biological machines and
signalling domains have dimensions of
~5–500 nm and therefore fall between the
optimal scales for X-ray crystallography and
optical microscopy. As pointed out by James
Rothman, many of the most important
mechanistic questions in cell biology might
be rapidly answered if only we had molecu-
lar video EM — that is, the ability to non-
destructively image specific molecules with
the resolution of EM in real time.
Fluorescence microscopy has all of these
capabilities except that diffraction ordinarily
limits spatial resolution to >200 nm. Finer
spatial resolutions (30–100 nm) have been
attained by using three innovative techniques:
SCANNING NEAR-FIELD OPTICAL MICROSCOPY7; the
coherent collection of fluorescences using a
pair of diametrically opposed objectives8; and
superlocalized depletion of the excited state by
stimulated emission9. However, because these
techniques are so new, the instrumentation

One additional advantage of gene
sequences is that they are easily transferred
from one laboratory to another — for
example, as a drop of complementary DNA

on a filter or a file stating a useful mutation.
Only software is as easily communicated and
replicated, but high-performance imaging
software often has to be highly optimized for
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Figure 1 | Imaging methods compared by their
timescales, penetration depths and ranges of
lateral dimensions. All scales are logarithmic,
and all box boundaries are estimates of typical
present practices and are much fuzzier than the
crisp lines shown. a | Each time span, except for
electron microscopy (EM) techniques, indicates the
range from the shortest time difference that can be
comfortably resolved by a particular technique to
the maximum duration of continuous observation.
For EM techniques, the timescale indicates the
estimated time required for freezing or fixing 
the tissue. Lateral dimensions range from the
finest spacing over which separate objects can be
discriminated up to the maximum size of a single
field of view. b | Depth dimensions range from the
minimum thickness for an adequate signal, to 
the maximum depth of imaging without a severe
loss of sensitivity or lateral resolution. Note that 
far-red or near-infrared fluorescence can be com-
parable to bioluminescence in terms of depth
resolution. Again, lateral dimensions range from the
finest spacing over which separate objects can be
discriminated up to the maximum size of a single
field of view. AFM, atomic-force microscopy; AOH,
all-optical histology; BL, bioluminescence; FL,
fluorescence microscopy at visible wavelengths;
MEG, magnetoencephalography; MRI, functional
magnetic resonance imaging; OCT, optical
coherence tomography; PET, positron emission
tomography; TIR-FM, total internal reflection
fluorescence microscopy; US, ultrasound.
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length scale. GFP improvements, different
colours (including the cloning of fluorescent
proteins from numerous organisms)17, and
targetable dynamic indicators for physiologi-
cal signals have been well covered in recent
reviews18, including several in this supplement.
I therefore focus on a few unsolved problems.

How far can multi-photon excitation take us?
Multi-photon excitation has been well estab-
lished as the best way to recover fluorescence
signals from endogenous or exogenous fluo-
rophores that are relatively deep inside a
scattering tissue such as the brain. This superi-
ority is because the excitation is near-infrared,
to which tissues are relatively transparent, and
because the emitted light can be collected in a
non-imaging mode (which includes pho-
tons that have undergone scattering)19.
Nevertheless, multi-photon excitation still
cannot reach much deeper than ~0.6 mm.
Moreover, there are some hints that the ratio
of quantum yields for fluorescence versus
photobleaching — that is, the total number
of photons that can be obtained before
photodestruction — might be less favour-
able for multi-photon excitation than for
conventional single-photon excitation20.

How to get bigger spectral responses to 
biochemical signals? Despite the plethora of
genetically encoded indicators for various
biochemical signals, such as Ca2+, cyclic
nucleotides, phosphorylation or protein–
protein associations, the maximal optical
changes are often modest — that is, typically
10–50% changes in the ratio of intensities at
two wavelengths. Larger responses are often
obtainable from indicators in which fluores-
cent proteins have been split into two fragments
and shuffled together with sensor domains21–23.
However, these chimaeras are generally subject
to pH interference and change their intensity in
a wavelength-independent manner. Such
wavelength-independent responses are subject
to many more artefacts than responses in
which signals at two wavelengths respond 
in opposite directions. The ‘glass ceiling’ on
the dynamic range of the response might, in
part, be because ratio changes of 10–20% are
enough to enable biological experiments to
be carried out in cultured cells. Once this
threshold is attained, junior scientists find
themselves under pressure to switch from
improving the molecules to demonstrating
biological applications. In a few cases,
unusually patient investigators have made
tens of constructs to optimize the response
amplitude, and these seem to be the cases in
which responses of twofold or greater were
eventually obtained24. The logical extension

scope for considerable improvements in
sensitivity, selectivity and robustness.

Attempts to use GFP to catalyse the photo-
conversion of DAB by O

2
have generally been

unsuccessful, presumably because the fluo-
rophore inside GFP is sterically shielded
from O

2
(REF. 6). A post-fixation protocol that

allows GFP, or an engineered variant, to
photo-oxidize DAB reliably would be valu-
able, because it would bypass the need for
antibodies and would fit well with using GFP
fusions to facilitate correlative EM.

A related challenge in EM is to image two
or more distinct molecular species simul-
taneously — the EM equivalent of multicolour
fluorescence. The nearest approximation has
been double-immunoEM with different-sized
gold particles. However, the size of such par-
ticles, the low percentage of antigens that get
labelled and the technical difficulty of the
procedures prevent routine detection of
protein–protein associations or co-localiza-
tion. Rather than using the size of the gold
particle as the distinguishing characteristic, a
spectroscopic parameter that is independent of
morphology would be desirable. Perhaps the
most attractive candidate is the energy loss of
the electrons as they pass through the speci-
men and scatter inelastically off atoms of
particular elements. Electron energy loss spec-
troscopy (EELS) is a well-established adjunct
to biological EM; the challenge is therefore to
devise contrast agents, preferably genetically
encoded, that each cause the local deposition
of elements with distinct EELS signatures14.An
answer to this challenge could provide a pow-
erful way to map the associations of specified
pairs of proteins throughout cells and tissues.

Scanning microscopes, such as the ATOMIC-

FORCE MICROSCOPE (AFM), are the only tech-
nologies that are presently capable of
non-destructive continuous imaging with
resolutions that are well below optical wave-
lengths. The AFM in TAPPING MODE can map
surface topography, but it is often difficult to
know which molecule corresponds to which
bump on a complex biological surface.
Perhaps molecular specificity might be
derived from the distinctive sizes and shapes
of fluorescent proteins or NANOPARTICLES, or
from the detection of electron tunnelling
between an AFM tip and electrochemical
contrast agents, such as a redox protein in
contact with a redox reagent in solution. Such
tunnelling would be an extension of scanning
electrochemical microscopy15,16.

Micrometre to millimetre imaging
Cell biology from Hooke and Leeuwenhoek
onward has relied on light microscopy for
observations at the micrometre to millimetre

is complex, and the possible depth of imag-
ing is limited, their widespread application
has so far been prevented.

EM has the desired spatial resolution, but is
inherently destructive and is normally depen-
dent on antibody labelling for molecular selec-
tivity. As pointed out on page SS6 of this
supplement, efficient immunolabelling and
fine structural preservation tend to be anti-
thetical. Genetically encoded labels that create
EM contrast in well-fixed sections without the
need for antibody staining should avoid this
problem, because the crucial reporter would
be introduced into the live cell by transfection.
The first such tag was a well-known reporter
enzyme, horseradish peroxidase, that was
genetically fused to targeting signals and var-
ious proteins in the secretory pathway, and
was imaged by its ability to catalyse a reac-
tion between H

2
O

2
and diaminobenzidine

(DAB), which results in a dense precipitate10.
Unfortunately, however, this enzyme of 308
amino acids does not become functional
when it is expressed in the cytosol, perhaps
because it needs Ca2+ and four disulphide
bonds. Re-engineering this peroxidase, or
finding another that works naturally in the
cytosol, would therefore be worthwhile.

Another EM-visible tag is the tetracys-
teine– ReAsH system, in which the protein of
interest is fused to the amino-acid sequence
Cys-Cys-Pro-Gly-Cys-Cys (where Cys is cys-
teine, Pro is proline and Gly is glycine)11,12.
This sequence motif can be labelled in live
cells or in fixed sections with ReAsH, which is
a membrane-permeable biarsenical deriva-
tive of the red fluorophore resorufin. ReAsH
is visible because of its red fluorescence in liv-
ing cells, which survives harsh fixation. In
addition, vigorous illumination of ReAsH
catalyses the oxidation of DAB by O

2
to pro-

duce a precipitate that is even finer than that
produced by horseradish peroxidase, DAB
and H

2
O

2
. Dye-catalysed photodeposition of

an EM-visible deposit (for the founding
paper, see REF. 13) therefore becomes geneti-
cally encodable. Correlation between live-
cell fluorescence movies and post-fixation
EM snapshots at much higher spatial resolu-
tion provides a partial solution to the goal
of molecular video EM. For an example of
four-dimensional multi-photon time-lapse
imaging correlated through photoconver-
sion to three-dimensional electron micros-
copy, please see the Photoconversion example
in the Online links. In addition, because
ReAsH labelling can be performed in a
pulse-chase manner, it can be used to stain
young or old copies of the protein selectively
and therefore to add some temporal resolu-
tion to EM. However, the technique still has
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which can escape from several millimetres
deep in an organism38. However, the deeper
the source, the more scattering the photons
undergo, which attenuates and blurs the
image. Nevertheless, luciferase biolumines-
cence from just tens of cells is readily
detectable in mice.

Viral thymidine kinase phosphorylates
and traps 18fluorine-labelled antiviral drugs
inside cells and can therefore be imaged by
POSITRON EMISSION TOMOGRAPHY (PET). PET
requires much higher numbers of reporter-
expressing cells and more expensive
reagents and instrumentation compared
with bioluminescence. However, PET gives
true tomographic resolution at any depth of
practical interest.

Genetically encoded contrast agents are
largely missing (but might be developed) for
several other in vivo imaging techniques on
this scale, such as MRI, MEG, near-infrared
fluorescence and OCT. MRI of β-galactosidase
expression has been carried out with a
gadolinium chelate that, after it is cleaved by
β-galactosidase, becomes better able to relax
the spins of water protons40. This contrast
agent was only an early-stage proof-of-
principle agent, because it required intracell-
ular microinjection and was a very sluggish
substrate for the enzyme. Substrates with
better kinetics and larger changes in relaxivity
would be highly desirable. An alternative is
indicated by the well-established use of
artificial SUPERPARAMAGNETIC MAGNETITE NANO-

PARTICLES as contrast agents in MRI. Many
organisms, from microaerophilic bacteria
to birds, create analogous nanoparticles
(‘MAGNETOSOMES’) for navigation purposes41.
Efforts are underway to clone the relevant
proteins from bacterial magnetosomes. If
magnetosomes can be heterologously
expressed, they might be powerful focusing
agents for all magnetic imaging techniques,
including MRI and MEG.

Can red (600–700 nm) or, even better,
infrared (>700 nm) emission be genetically
encoded? Deep-ocean dragonfish were
reported to luminesce with a peak at 705 nm
(REF. 42), but the isolated protein was very
photobleachable and showed its longest wave-
length emission maximum at only 626 nm.
Furthermore, this luminescence probably
depends on a tetrapyrrole chromophore,
which is not genetically encoded and would
have to be supplied exogenously if this protein
were ever to be used as a genetic fusion.
Meanwhile, coral-derived fluorescent proteins
with self-generated chromophores now exist
with excitation peaks above 600 nm and
emission maxima beyond 630 nm (REF. 17).
infrared wavelengths would have been better,

should be the high-throughput generation
of thousands to millions of variants, coupled
to automated screening for the best respon-
ders — a cycle that would probably need to
be iterated many times.

Monitoring long-distance protein–protein
interactions. One of the main tasks of pro-
teomic analysis is to find and quantify 
protein–protein interactions, and imaging
must have a crucial role whenever such inter-
actions are to be monitored dynamically in
space and time. The best established ways to
image protein–protein interactions are reso-
nance energy transfer (RET; of fluorescence
(FRET) or bioluminescence (BRET)) and
protein fragment complementation assays
(PCA)25,26. Both approaches require the
attachment of reporters to both putative
interacting partners. In FRET and BRET, one
reporter is a donor fluorophore or biolumi-
nescent protein, the other reporter is a longer
wavelength acceptor fluorophore, and the
readout is energy transfer from the donor to
the acceptor. The absolute efficiency of FRET
can be measured in situ by several methods.
The simplest method is to observe how
much the donor brightens when the acceptor
is selectively photobleached24. A non-
destructive alternative is to measure the flu-
orescence at three sets of excitation and
emission wavelengths and to apply correc-
tion factors for spectral overlaps and relative
quantum yields27–29. Perhaps the most elegant,
but expensive, method is to use fluorescence
lifetime imaging to detect the effect of FRET
on donor excited-state lifetime30,31. In PCA,
the reporters are complementary halves of
an enzyme, which can only function when
the two fragments are brought together and
fold around each other. The readout is the
conversion of the enzyme’s substrate to
product. RET has a better-defined physical
basis, better spatial and temporal resolution,
better reversibility and less intrinsic pertur-
bation of the interacting partners, whereas
PCA has the benefits of enzymatic amplifi-
cation and a much greater dynamic range
over the background.

Both RET and PCA have distance ranges
that are limited to single digits of nanome-
tres, which is much less than the dimensions
of known supramolecular machines, such as
transcription complexes, ribosomes, chaper-
one assemblies, proteasomes and signal-
transduction assemblies. Therefore, techniques
that detect associations over tens of nano-
metres would be very desirable. Two-colour
fluorescence correlation spectroscopy32 moni-
tors whether pairs of labelled macromolecules
consistently diffuse, in unison, into and out

of a femtolitre volume on which a laser is
focused. If the partners are within the right
concentration range and diffusion rate,
their correlated migration strongly indicates
their association. Another intriguing pair of
reporters would be a generator and a detec-
tor of singlet oxygen, the diffusion range of
which is ~10–50 nm through cells33. Clinical
immunoassays that are based on singlet-
oxygen proximity detection have been
devised and commercialized34, but extension
to cell-biological imaging and proteomics
seems to be unexplored. Placement of such
reporters on antibodies might allow the
proximities of unfused endogenous proteins
to be assessed in fixed cells.

Imaging specific nucleic acids in living cells.
So far, proteins are the only macromolecules
that can be made fluorescent under genetic
control. A few DNA and RNA sequences,
lipids and carbohydrates can be visualized
indirectly because of their ability to bind a
protein that can be fused to GFP, but this
strategy introduces considerable complexity
and molecular bulk. For example, present
ways to image RNA in living cells involve
using six tandem repeats of a 19-nucleotide
stem-loop sequence, each of which can bind
a phage capsid protein (MS2) that is fused to
GFP, which adds on a total bulk of ~270 kDa35.
Is there any prospect of bypassing fluores-
cent proteins? RNA sequences of 38–90
nucleotides have been developed that can
bind various fluorescent and non-fluorescent
dyes with submicromolar dissociation 
constants36,37, but they have not yet been
optimized enough to be used for imaging in
live cells. Ideally, these short RNA sequences
could be genetically fused to RNAs of biologi-
cal interest and would bind a non-fluorescent,
non-toxic, membrane-permeable dye tightly
and make it fluorescent. The many impor-
tant roles and locations of various RNAs call
for a range of techniques to image RNAs
directly in living cells.

Imaging at millimetre scales and above
Imaging at this scale is required for non-
invasive visualization inside intact organs and
opaque organisms such as mammals.

The main readouts are transcriptional. At
present, the most popular genetically encoded
reporters for imaging at depths of more than
about a millimetre in opaque organisms are
firefly luciferase38 and herpes simplex
thymidine kinase39. The yellow–green biolu-
minescence from luciferase (which is fuelled
by ATP, O

2
and exogenous luciferin) has a

substantial component that is >600 nm,
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perfect registration. This iterative cycle of
imaging and vapourization (‘all-optical his-
tology’) could convert a mouse brain to two
terabytes of volumetric image data in <1 day
(REF. 50). There are many other untapped possi-
bilities for reporters that can be triggered, by
a pulse of photons or small molecules, to
memorize transient biochemical events in a
form that can be imaged with high spatial
resolution after fixation and sectioning.

Circumventing the limitation to transgenic
animals/xenografts. The obsessive focus
above on genetically encoded contrast agents
for molecular imaging leaves an important
gap — will such agents ever be applicable to
humans? Although the co-administration of
GFP genes has been used to monitor the effec-
tiveness of gene-therapy vectors51, the prac-
tical and ethical challenges of gene delivery
into humans argue for a longer-term focus
on how to image life-threatening events
such as tumour metastasis. Our growing
understanding of fundamental oncogenic
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profiles in tumour versus normal tissues52 are
providing lists of messenger RNAs and pro-
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indicative of, tumour formation, metastasis
and angiogenesis. Important funding agen-
cies have recognized that non-invasive
imaging of endogenous mRNA is conceptu-
ally possible and very desirable, so many
laboratories are pursuing complementary
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worthwhile, goal.

Conclusion
The growing synergy between biochemistry,
genetics, physiology, anatomy and medicine
will be accelerated by new modes of molecu-
lar imaging and new genetically targetable
contrast agents. The latter are particularly
cost-effective and portable. However, to
become optimal, they will require interdisci-
plinary cooperation, and the transplantion
and optimization of many of the unusual
talents of obscure organisms.
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Science is built up of facts just as a house is built up

of stones, but a collection of facts is no more a

science than a heap of stones is a house.

H. Poincaré

Ever since the first microscope was built in the seven-
teenth century, morphological observations by
microscopy have driven the course of biology.
Microscopes allowed the discovery of the cell as the
structural unit of tissues and organisms, and they pro-
vided the tools to uncover the interior structure and
organization of cells. Later, fluorescence-labelling
methods with antibodies allowed the visualization of
specific proteins within cells, and the development of
microscopy systems with increasingly better spatial
and temporal resolution — such as CONFOCAL and
MULTI-PHOTON MICROSCOPY — has resulted in a detailed
description of cellular architecture. Despite their suc-
cess, conventional microscopy methods suffer serious
limitations. They require chemical fixation and
involve the observation of biological samples under
non-physiological conditions. Conventional
microscopy methods can generally not resolve the
dynamics of cellular processes and, most importantly,
it has been very difficult to generate quantitative data
using conventional microscopy.

The discovery of genetically encoded fluorescent
tags has revolutionized the way microscopy is used in
biology. It is now possible to analyse the dynamics of
proteins or organelles in living cells1 and to probe

interactions between molecules in vivo2,3. More rele-
vant to the topic of this discussion, by combining 
in vivo microscopy with computational approaches, it
is now possible, for the first time, to extract quantita-
tive information about the biophysical properties of
proteins within living cells. We discuss here some of
the kinetic microscopy methods that provide the basis
of quantitative in vivo imaging and we outline compu-
tational approaches to extract biophysical information
from in vivo imaging data.

Kinetic microscopy
Recent advances in microscopy methods have made it
possible to visualize the dynamics of proteins and
organelles in living cells. To do so, proteins can either be
covalently labelled with a FLUOROPHORE and injected into
cells, or fluorescent tags can be genetically encoded1,4–6. By
far the most popular fluorescent label is the autofluores-
cent green fluorescent protein (GFP) from the jellyfish
Aequorea victoria. GFP can be fused to any complemen-
tary DNA using standard cloning methods, and, as sev-
eral spectrally distinct derivatives are available, multi-
colour observations are possible on several proteins
simultaneously7,8. An alternative genetically encoded tag
is the FLASH system (fluorescein arsenic helix binder),
which consists of a short peptide that is engineered onto
a protein of interest9. The protein is then expressed and
the cells treated with a peptide-binding ligand, which
diffuses into the cell and fluoresces once it is bound to
the tag. This system has not been widely used, but is

KINETIC MODELLING APPROACHES
TO IN VIVO IMAGING
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The ability to visualize protein dynamics and biological processes by in vivo microscopy is
revolutionizing many areas of biology. These methods generate large, kinetically complex data
sets, which often cannot be intuitively interpreted. The combination of dynamic imaging and
computational modelling is emerging as a powerful tool for the quantitation of biophysical
properties of molecules and processes. The new discipline of computational cell biology will
be essential in uncovering the pathways, mechanisms and controls of biological processes
and systems as they occur in vivo.
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CONFOCAL MICROSCOPY

A microscopy method used to
obtain a thin optical section
through a specimen.

MULTI-PHOTON MICROSCOPY

A microscopy method that uses
the simultaneous absorbance of
several low-energy electrons to
generate an optical section
through a specimen.

FLUOROPHORE

A small molecule or a part of a
larger molecule that can be
excited by light to emit
fluorescence.
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nuclear envelope13,14, intranuclear structures15–18, and
genes and chromatin19–23 have given the first insights
into the dynamics of the cell nucleus19–23. Whereas
many of the early in vivo microscopy studies were limit-
ed to observations of single focal planes at each time
point, recently developed rapid sampling methods
combined with the increased stability of fluorescent
probes, now make it possible to routinely acquire three-
dimensional data sets over time — a method common-
ly referred to as four-dimensional (4D) microscopy24,25.
These types of experiments generate large data sets,
which often cannot be intuitively and quantitatively
interpreted. Visualization tools that facilitate the quali-
tative and quantitative analysis of 4D-data sets have
recently been reported26–28.

F words of kinetic microscopy: FRAP, FLIP, FCS
FRAP. Observations from studies with fluorescently
tagged proteins typically show the STEADY-STATE distribu-
tion of a protein, but they do not directly provide infor-
mation about the kinetic properties of molecules. To
determine the kinetic properties of proteins in vivo, the
movement of the protein of interest must be made visi-
ble. The most commonly used technique for this is
FRAP (fluorescence recovery after photobleaching)1,29–31

(FIG. 1). In this method, a small area of a cell is rapidly
bleached using a high-intensity laser pulse. The move-
ment of unbleached molecules from the neighbouring
areas is then recorded by time-lapse microscopy as the
recovery of fluorescence in the bleached area. This
method is minimally invasive and the dynamics of the
observed protein closely reflect its behaviour in vivo as
FRAP does not generate protein gradients, but merely
makes a fraction of the fluorescently labelled molecules
invisible. FRAP experiments often give a qualitative
impression of the mobility of a protein, but more
importantly, they contain much quantitative informa-
tion. For example, the apparent DIFFUSION COEFFICIENT and
the size of the mobile fraction of a protein can be directly
determined from the primary data1,31.

FLIP. A related method to FRAP is FLIP (fluorescence
loss in photobleaching). In this technique, an area with-
in the cell is repeatedly bleached and the loss of fluores-
cence in areas that are distant from the bleach area is
monitored1 (FIG. 1). FLIP largely eliminates the concern
that the recovery properties are due to damage at the
bleach spot, as all measurements are made in areas that
are never bleached. FLIP is often used to probe the
mobility of a protein, but is also a useful tool to study
the continuity of cellular compartments32.

FCS. FCS (fluorescence correlation spectroscopy) pro-
vides an alternative method for measurements of pro-
tein dynamics in vivo33,34 (FIG. 1). In FCS, a laser beam is
focused on a microvolume, typically in the femtolitre
range, and fluctuation of the fluorescence signal is mea-
sured over a short period of time. The recorded signals
reflect the movement of labelled proteins through the
sample volume, which is similar to the situation if we
looked straight across a busy road and record the fluctu-

attractive, as the small tag is unlikely to interfere with
the function of the protein.

Genetically encoded tags are routinely used in time-
lapse microscopy experiments to probe the dynamic
behaviour of proteins and cellular compartments. For
example, tracking the progress of GFP-fusion proteins
through the exocytic and endocytic pathway has pro-
vided fundamentally new insights into protein trans-
port and the architecture of the endomembrane
system10–12. Similarly, time-lapse observations of the
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Figure 1 | Kinetic microscopy methods. a | In fluorescence recovery after photobleaching
(FRAP), the fluorescence intensity in a small area after bleaching by a short laser pulse is
measured using time-lapse microscopy. The recovery kinetics of mobile molecules are
dependent on the mobility of a protein. Immobile proteins show no recovery. b | In fluorescence
loss in photobleaching (FLIP), the fluorescence intensity is measured in a small area after
repeated bleaching of a region that is distant from this area. The rate of loss of fluorescence
signal is dependent on the mobility of the protein. Immobile proteins show no loss. c | In
fluorescence correlation spectroscopy (FCS), the movement of molecules through a small
volume is observed. During an observation period (tx) rapidly moving molecules traverse the
sample volume, whereas slowly moving molecules or bound molecules remain in the sample
volume. Fractions of a protein with distinct mobilities are resolved by autocorrelation curves.

STEADY STATE

An open system, the content of
which is held constant by a
continuous input. Here, the
output equals the input.

DIFFUSION COEFFICIENT

A measure to characterize the
speed with which a particular
molecule moves in a particular
medium when driven by
random thermal agitation.
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pure diffusional mobility of a protein in a living cell
(FIG. 2). Furthermore, proteins often form higher-order
complexes or associate with relatively immobile cellular
structures, such as the cytoskeleton or chromatin. In
both cases, the measured mobility is significantly
reduced. It is important to realize that all photobleach-
ing methods measure apparent mobilities41. This
behaviour becomes obvious in the analysis of nuclear
proteins. For example, the core histone H3 is virtually
immobile, whereas a similarly sized splicing factor is
highly mobile42,43. A similar situation is found in the
analysis of plasma membrane and transmembrane
proteins in membranous compartments32,44,45.

The fact that the interaction properties of a protein
are reflected in the mobility measurement complicates
the analysis of photobleaching data (FIG. 2). However, the
fact that binding to other cellular components affects
mobility also indicates that the measured apparent
mobility contains information about the behaviour of
the protein. Computational approaches, particularly
kinetic modelling methods, allow the quantitative test-
ing of hypotheses about why a protein moves slower
than would be expected for its size. The strategy in such
an approach is to generate a mathematical description
— a kinetic model — of the hypothesized biological
reality. The model is characterized by biophysical 
PARAMETERS, such as binding and release constants, resi-
dence times and diffusion coefficients. By determining
the set of parameters that result in a best fit of the
model to the experimental data, the model can be tested
and quantitative information about its parameters can
be obtained. We outline below step-by-step how, using
computational methods, we can extract information
regarding biophysical properties of proteins and
processes from in vivo microscopy data.

Modelling = quantitative hypothesis testing
Techniques for the analysis of dynamic data can useful-
ly be divided into four groups, although the distinc-
tions are not absolute: the statistical tools of time series
analysis46, the analytical and computational tools of
differential equations47–51, the computational tools of
STOCHASTIC SYSTEMS52,53, and the scaling and phase-space
tools of FRACTALS and CHAOS54. For applications in cell
biology, differential equations are often used because
they are a natural mathematical language for cellular
processes, such as biochemical kinetics, membrane
transport and binding events. Alternative approaches
to biological modelling and data analysis are described
briefly in BOX 1.

The object of any type of data analysis is hypothe-
sis testing. For example, statistical tests, such as the t-
test or ANALYSIS OF VARIANCE, ask how probable it is that a
particular experimental result occurs by chance.
Analysis of quantitative dynamic data, such as those
collected in video microscopy, goes one step further
— it offers the possibility of quantitative mechanistic
hypothesis testing. One way to visualize the role of
kinetic modelling in cellular and molecular hypothe-
sis testing is shown in FIG. 3. The difficulty is knowing
with precision what is predicted by a complex

ations in the passing cars. The time it takes molecules to
move through the sample volume depends on their diffu-
sional properties, and the fluctuation patterns give a
direct measure of the concentrations of the proteins in
the sample volume. FCS can be used to measure diffu-
sion coefficients and binding constants35–37. As FCS can
simultaneously be done on several fluorophores, it can
also be used in cross-correlation spectroscopy to deter-
mine whether two proteins physically interact — if they
do, they would be predicted to show identical fluctua-
tion patterns. FCS is a single-molecule detection
method and it is therefore exquisitely sensitive.
However, owing to its great sensitivity, bleaching effects
during measurements can generate artefacts. FCS is still
in an experimental stage, but it does hold great promise.
Early FCS applications include the determination of
diffusional mobilities of proteins and RNA35,36,38, the
determination of binding interactions39,40 and the 
measurement of ion concentrations40.

Measuring biophysical properties in vivo
Photobleaching methods were initially designed, and
are commonly used, to measure the mobility of pro-
teins in living cells. Indeed, in FRAP and FCS, the pri-
mary measurement is the diffusion coefficient.
However, as all proteins readily interact with many
partners in vivo, it is virtually impossible to measure
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Figure 2 | FRAP for the measurement of protein binding in vivo. Information about the
binding properties of a protein can be obtained from measurements of apparent protein
mobility by FRAP. A monomeric protein moves more rapidly than a protein that transiently
interacts with relatively more immobile cellular structures, such as the cytoskeleton or
chromatin. The FRAP recovery kinetics reflect these transient interactions. A monomeric
protein recovers rapidly, a protein with short transient interactions recovers with intermediate
kinetics and a protein with long transient interactions recovers slowly. Kinetic modelling allows
us to extract information about the binding properties from mobility measurements.

PARAMETER

The numerical constant that
determines the absolute speed
of a process. A first-order
process is characterized by a
single parameter, the rate
constant. A process that is
governed by a
Michaelis–Menten equation is
characterized by two
parameters, V

max
and K

m
.

STOCHASTIC SYSTEMS

A dynamic system, the processes
of which are characterized by a
probability distribution. The
stochastic system theory is
particularly important when the
abundance of molecules in a
particular state falls below the
deterministic limit, about 100
molecules per cell.

FRACTALS

These are objects that provide
more and more features as the
resolution of the observation
increases. These finer features
show statistical self-similarity as
seen in biological branching
patterns, ion-channel currents
and heart rate.
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simple systems often behave in surprising ways. What is
needed is a way to know what the diagram predicts in a
given experiment.

Translating diagrams to kinetic models
Kinetic modelling supports quantitative hypothesis
testing by first translating a diagram into a mechanis-
tic kinetic model (see BOX 2). Diagrams typically 
consist of molecules, complexes, cellular locations
and processes. As molecules and complexes can exist
in several locations, it is often necessary to define 
several STATES for a single molecule — each state is ‘a
chemical species in a physical place.’ For example,
phosphorylation of a protein at a single amino acid
results in at least two states: the phosphorylated one
and the unphosphorylated one. However, if both are
present in both cytoplasm and nucleoplasm, then
four states are required.

Arrows in a diagram usually represent various
types of processes. Three fundamental biological
processes can describe virtually any biological 
diagram: transformations, translocations and binding.

hypothesis that contains many interacting processes in
a given experimental situation. It is here that kinetic
modelling and simulation of complex systems have
proved valuable.

Molecular and cell-biological hypotheses or theories
are often represented as diagrams. The final slide in
nearly every scientific seminar and a key figure in every
biological review is a diagram that represents the
author’s current working hypothesis. Typically, these
diagrams comprise a collection of molecules represent-
ed as symbols, their biochemical transformations and
translocations represented as arrows, and some graphic
notation, such as lines that are terminated with plus or
minus, to indicate regulatory controls. Diagrams offer a
language for description of cell-biological systems that is
somewhat more precise than printed paragraphs, but it
often remains difficult to make quantitative predictions
for a given experimental protocol with the use of dia-
grams alone. Scientific intuition has been successful
when systems are limited to a few molecules and
processes, but today’s summary diagrams generally have
many more molecules and arrows than this, and even

Box 1 | Other types of mathematical models 

There are many approaches to mathematical modelling. Several other types of mathematical descriptions, apart from
the dynamic, differential-equation models that are the focus of this review, are compared below.

Curve fitting.
Modern graphics and spreadsheet software typically have various options for fitting experimental data to functions.
These tools offer a powerful means of summarizing a data set by fitting it to a SUM OF EXPONENTIALS, a POLYNOMIAL, a SUM

OF GAUSSIANS, etc. This is always possible and the coefficients that fit the data can be taken as quantitative parameters,
which are derived from the data. Indeed, these parameters are sometimes touted as model independent and therefore
desirable. In general, however, these coefficients have no physical meaning. They can quantify patterns and can be
useful in diagnosis, but they yield no mechanistic information. By contrast, the parameters of a mechanistic model
yield useful information on the biological processes that they quantify. If, for example, the rate constant for a given
process is doubled in a given experimental circumstance, then the corresponding process has been fundamentally
changed by the experimental protocol.

Statistics.
Statistical models search for patterns in experimental data. Correlation, regression and cluster analysis are all powerful
statistical tools that can identify relationships among measured variables that probably are not attributable to chance.
Statistics are a powerful tool for supplying us with new and interesting potential mechanisms, mechanisms that need
experimental tests and mechanistic analysis.

Phenomenological laws.
Many readers will be familiar with linear phenomenological laws, such as Ohm’s law for electric current (I = g∆V) or the
law of bulk flow (F = (1/R)∆P). These seem to be algebraic, but are really special cases of the general linear differential
equations that govern forces and fluxes in irreversible thermodynamics64. The current (I) is the rate of charge movement,
dQ/dt; and the flow (F) is the rate of volume movement, dV/dt. The ‘forces’ in these equations (∆V and ∆P) are gradients
in chemical potential and can, when required, be resolved into functions of the state variables whose derivatives are on
the left-hand sides of the differential equations.

Enzyme kinetics.
The often-cited form of the Michaelis–Menten equation, v = V

max
S/(K

m
+ S), can be taken as a surrogate for all the

more complex velocity equations that are derived and documented in REF. 65 and elsewhere. In the context of
differential equation models, we can incorporate enzyme kinetics by recognizing that this equation is another
differential equation in disguise. Velocity (v) is a symbol for the rate of change of product, dP/dt. This most widely
known of biochemical equations is therefore a nonlinear differential equation in which the driving force of chemical
potential arises from a concentration of substrate (S), which is greater than its equilibrium value.

Logic models.
An array of modelling tools, which have been developed in theoretical biology, systems biology and biomedical
engineering, are beginning to move from qualitative to quantitative simulations. These include electric circuit
models49, logic network models, Petri nets and process algebra.

CHAOS

A deterministic system (for
example, some systems of
nonlinear differential
equations), the output of which
seems random, but is not. Such
systems show a surprising
sensitivity to initial conditions.

ANALYSIS OF VARIANCE

A statistical procedure for
testing for differences among
the means of several
populations. It partitions the
total sample variance among
several specific sources to carry
out the test on means.

SUM OF EXPONENTIALS

An algebraic expression that is
made up of exponentials. In a
first-order system, the time-
course solution for every state
can be precisely mimicked by
the sum of exponentials that
correspond to the number of
states in the system.

POLYNOMIAL

Algebraic expressions that are
made up of more than one
term — for example, mx + b.

SUM OF GAUSSIANS

An approximation by weighted
sums of normal distributions,
or Gaussians, each
characterized by two
parameters — a mean and a
variance — to describe a data
set.

STATE

The generic name used here to
identify those variables that
change with time and for which
differential equations are
written.
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Because most biological diagrams concern themselves
with changes in more than a single molecular species, the
corresponding kinetic models comprise ‘systems’ of dif-
ferential equations. For example, if the diagram contains
17 molecular species, the corresponding model will, in
general, consist of 17 differential equations. The form of
these equations is perhaps most easily understood by
examining the dimensions or units of the various terms.
Traditionally, the derivatives are written on the left-hand
side of these equations. These derivatives with respect to
time represent the instantaneous change in molecular
abundance, or the rate of change of the number of mole-
cules of this species in a particular cellular location at a
particular moment in time, measured in, for example,
molecules per second.As the units on the right-hand side
must be the same as those on the left, it is clear that the
derivatives must have the same units as the fluxes.
Processes or fluxes that produce or deliver the molecular
species will have a positive sign; those that consume it or
remove it will have a negative one.

By writing rate laws, diagrams are translated into a
precise physical–chemical language. The reason for
using differential equations rather than algebraic equa-
tions is that differential equations are able to describe
mechanisms and cause-and-effect relationships. The
change on the left-hand side of a differential equation
(the derivative) can be seen as the effect, and the
processes on the right-hand side can be seen as the
causes. The complete differential equation therefore
expresses the equality of cause and effect.

The rendering of biological diagrams in mathemati-
cal form does not mean that cell biologists must know
how to solve differential equations using analytical, pen-
cil-and-paper methods. Indeed, for many nonlinear dif-
ferential equations, no such solution is even possible.
Fortunately, there are many software tools (see online
links box) available to solve any system of differential
equations, from very simple to very complex. Although
the typeset form of a system of differential equations is
fairly standardized, it is remarkable how many differen-
tial equation-solver software packages with different
input formats are currently available. Attempts to con-
struct an ‘Esperanto’ for biological kinetic models are
under way, and are based on the popular EXTENSIBLE

MARKUP LANGUAGE (XML). This means that a model file
not only encodes the model-definition information, but
also encodes how to interpret it. This new language
could substantially facilitate the communication of
models between software packages and among labora-
tories. Further details are available in the published
descriptions of CellML56 and SBML57, as well as in the
links included at the end of this review.

Simulation: what does a diagram predict?
Once a biological diagram has been formulated as a
quantitative kinetic model, simulation is used to dis-
cover what that model predicts for a particular experi-
mental situation. In other words, simulation applies a
particular experimental protocol to the kinetic model
and displays the model’s predictions in a way that can
be compared directly to the experimental data (FIG. 3).

Transformations include everything that makes or
breaks covalent bonds, such as the biochemical path-
ways of intermediary metabolism, the synthesis and
splicing of RNA transcripts, the actions of kinases and
phosphatases, and the proteolytic activities of protea-
somes or caspases. Translocations include all active
and facilitated transport mechanisms, currents in ion
channels, diffusion and bulk-flow processes that
move molecules or complexes from one place to
another. Binding comprises all those intermolecular
interactions, such as hormones that activate recep-
tors, ALLOSTERIC REGULATION of enzymes or transporters
and formation of multimeric protein complexes, that
involve bonds whose energy is much less than the
energy of a covalent bond.

A biological diagram is therefore a collection of
processes that link states. To express the diagram in
mathematical form requires two steps. First, a RATE LAW

is written for each PROCESS, and second, these rate laws
are combined to construct the differential equations
for each state. A rate law is an algebraic expression
that gives the flux (molecules per second) through a
particular process as a function of the relevant molec-
ular abundances or other state variables in the biolog-
ical system. Rate laws tell us how many molecules are
traversing a particular pathway, but to keep track of
how many molecules there are in any state at any
time, it is necessary to sum up or integrate all the
inputs and outputs. To do this, differential equations
are constructed for each state (molecule or molecular
complex in a cellular location) by setting its rate of
change to be equal to the sum of the processes or rate
laws that produce this molecular species minus those
processes or rate laws that consume it. In other words,
we write down the differential equations that repre-
sent mass conservation for each state55. BOX 2 gives an
example of the diagram translation process.

Hypothesized 
mechanistic  
diagram

Mechanistic 
kinetic model

Experimental 
methods

Predictions

Data

Match?

NO

YES

Experimental 
design

Translation Simulation Optimization

Figure 3 | Role of kinetic models in quantitative hypothesis testing. The lower (purple)
half of this figure represents experimental design and experimental methods, which
combine to produce quantitative experimental data on a biological system of interest.
Hypothesis testing is then carried out by comparison of the data to that expected based on
the current hypothesis. Arrows in the upper (blue) half of the diagram represent the steps in
kinetic analysis that are detailed in this review: translation of diagrams into kinetic models,
simulation to obtain the predictions of the model for a given experimental design and
optimization of model parameters to ensure an unbiased comparison of model predictions
and experimental data. These three steps differ from scientific intuition (dashed arrow) by
being quantitative and robust to complexity.

ALLOSTERIC REGULATION

A modification of a process by a
molecule that binds to an
enzyme or a transporter or
another protein at a site other
than its active, or catalytic, site.

RATE LAWS

Algebraic expressions for the
flux through a given pathway.

PROCESS

The generic name for events
that bring about changes in one
or more states.

EXTENSIBLE MARKUP

LANGUAGE

A method for putting
structured data in a text file so
that applications receive not
only unambiguous data but also
unambiguous context. XML
documents are not meant to be
read, except by software.
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structs that can be used to specify the sequence of
events that defines a protocol.

A protocol is a timeline of pre-planned experimen-
tal perturbations. Nearly always, it consists of experi-
menter-induced changes in state variables or processes
that are taking place at known times. In practice, this
translates to specifying a set of initial and boundary
conditions to be imposed on the solution of the differ-
ential equations. For example, FRAP experiments are
often assumed to begin in a steady state. This means
that the steady-state solution of the differential-
equation system can be calculated and used to set the
initial condition for each molecular abundance before
initiating the bleach pulse. The same applies to other
types of experiments. If a growth factor or a hormone
is added to the medium, then the corresponding state
variable is increased stepwise at the appropriate time.

Simulation provides answers to key questions that
cannot be answered with confidence in any other
way. You can discover whether a diagram really is
consistent with experimental data. You can also learn
whether a diagram is consistent with experiments
that have been reported by other laboratories and,
just as importantly, you can carry out the same tests
for diagrams that have been proposed by other inves-
tigators. Simulation requires a quantitative language
for laboratory procedures so that these can be
imposed on the kinetic model just as they are
imposed on the cells in the laboratory. Some model-
ling software packages (for example, SAAM II) have
an experiment toolbox to facilitate quantifying your
protocol and defining your measurements. Others
(for example, Berkeley Madonna, MATLAB, Virtual
Cell) provide a flexible set of programming con-

Box 2 | Translation 

A diagram66 that contains all three main classes of
biological processes — transformation, translocation
and binding — is reproduced here to illustrate the
translation process. When a ligand (L) binds to its
receptor (RGAC), adenylyl cyclase is activated and
cyclic AMP (not shown) is synthesized from ATP. The
first differential equation represents binding. The
derivative (dLRGAC/dt) on the left-hand side
represents the rate of change of ligand–receptor–
G-protein–cyclase complex, and the terms on the right-
hand side represent the binding and release of ligand.
The second equation represents the rate of change of
cAMP, and the two processes are both transformations
— the first term represents the flux (molecules per
second) of cAMP that is produced by adenylyl cyclase and the second represents the flux of cAMP degradation by
phosphodiesterase. Either or both of these simple enzymatic rate laws could be replaced with more complex ones if, for
example, saturation or allosteric regulation of the enzymes was thought to be important.

dLRGAC/dt = k
f
· L · RGAC – k

r
· LRGAC

dcAMP/dt = k
AC

· LRGAC · ATP – k
PDE

· cAMP

The mechanism of control of protein kinase A (PKA) is summarized in the diagram without kinetic detail both
because it is well known and because it is not the focus of the review. For our purposes, the catalytic subunit of PKA
can be considered to exist free or bound to its regulatory subunit.

dCR/dt = k
bind

· R · C – k
unbind

· CR
dR/dt = k

unbind
· CR – k

bind
· R · C – k

cAMP
· R · cAMP + k

1
· RcAMP

dC/dt = k
unbind

· CR – k
bind

· R · C – k
InNuc

· C + k
OutNuc

· C
Nuc

If the abundance of R is very small compared to cAMP, then the last two terms in dR/dt can safely be omitted
from the right-hand side of dcAMP/dt. Otherwise, we must add these terms. The equation for dC/dt emphasizes
that C can exist in two places, and therefore includes the first translocation processes in this example. Note that the
simple first-order rate laws for nuclear import and export could readily be replaced by more mechanistically
detailed ones if desired.

dC
Nuc

/dt = k
InNuc

· C – k
OutNuc

· C
Nuc

dCREB /dt = –k
PKA

· C
Nuc

· CREB + k
PP–1

· PP1 · CREBP

Once in the nucleus, the catalytic subunit mediates phosphorylation of the cAMP response element binding protein
(CREB). Then, CREBP recruits the CREB-binding protein (CBP), which, in turn, recruits RNA polymerase II.
Recruitment is easily modelled as binding and the transcription rate can be seen as proportional to the abundance of
this heteromeric complex.

dCREBP/dt = k
PKA

· C
Nuc

· CREB – k
PP–1

· PP1 · CREBP – k
recruit

· CREBP · CBPPPolII + k
dis

· CREBPCBPPolII
dCREBPCBPPolII/dt = k

recruit
· CREBP · CBPPolII – k

dis
· CREBPCBPPolII 

Transcription Rate = k
elong

· CERBPCBPPolII

C
C

C
CC

R R

AC

G

PP-1

CREB
P

CBP Pol II

R

L

PKA
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FRAP protocols are initiated by defining a region of
cellular space to be bleached and then changing a
bleaching rate constant to a non-zero value for the
duration of the experimental laser pulse. FLIP experi-
ments are imposed on a model by bleaching as is the
case for FRAP, but with an average effective bleach
constant, or by a more precise replication of the
repeated laser pulses with intervening periods of
image collection.

Simulation can also be used to show what a particu-
lar biological diagram predicts for every defined region

And if an enzyme inhibitor or receptor antagonist is
added, a specific rate constant could be altered at the
right time to initiate the response of the model.
Imposing these boundary conditions on a kinetic
model leads to the definition of the boundary of a
model as those molecular species or physical quanti-
ties that impinge on the model, but for which no dif-
ferential equation is written. Variables on the
boundary must be completely specified in the proto-
col because they affect the outcome but are not
explicitly modelled.

Box 3 | Simulation 

When both time and space are variables, mathematicians refer to the resulting differential equations as partial
differential equations. To solve these, the space is partitioned into a large number of small, but finite, volumes. This
amounts to compartmentalizing the space and then solving ordinary (only time is an independent variable)
differential equations for every volume simultaneously. Shown here is such a simulation for Ca2+ and inositol-1,4,5-
trisphosphate (Ins(1,4,5)P

3
) dynamics in a neuroblastoma cell59. Note that the computing times are vastly different for

partial differential equations versus ordinary differential equations. These simulations each required about 25 minutes
on an SGI workstation; if diffusion could have been neglected and the Ca2+ and Ins(1,4,5)P

3
compartments treated as

well mixed, these simulations could reasonably have been done in a few seconds. The pseudocolour images graphically
depict the evolving solutions of this model for Ca2+ and Ins(1,4,5)P

3 
at more than 7,000 locations, each 1.2 µm on a

side, in the simulated neuroblastoma cell. Graphs at the right of this figure show the simulated time courses in two
selected locations, one in the soma (red) and one in the neurite (green). The original paper and the online
supplementary material should be consulted for details of model structure and equations, but it is instructive to realize
that this kinetic model makes predictions for a system with at least ten interacting processes: (1) dynamics of
Ins(1,4,5)P

3 
synthesis, (2) the spatial distribution of bradykinin (BK) receptors on the cell surface, (3) the spatial

distribution of SERCA (SR–ER calcium) pumps, (4) Ins(1,4,5)P
3

receptors and (5) leak channels in the endoplasmic
reticulum, (6) the spatial distribution of Ca2+ channels and (7) pumps in the plasma membrane, and Ca2+ buffering by
both (8) fixed endogenous buffers and (9) mobile exogenous ones (Fura-2 in this case), as well as (10) diffusion of the
mobile species. Applications such as this one illustrate the profound usefulness of simulation as the best tool for
discovering what your diagram predicts. Figure courtesy of L. Loew.
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experimental data, whereas modelling generally links
each experimental measurement to some function of
the state variables of the model and then assesses the
model’s ability to reproduce the data when the corre-
sponding experimental protocol is applied.

Simulation is therefore the first step in modelling.
Once a model of the biological system has been pro-
posed and a model of the experiment has been super-
imposed on it, simulation permits us to know with pre-
cision what the model predicts. But in practice we need
to know precisely how to decide whether a model fits
the data or not. How do we find the best combination
of parameters? The answer is optimization.
Optimization theory60 is therefore an essential element
of kinetic analysis and modelling (FIG. 3).

of a spatially complex cell. This is essential whenever
diffusion cannot be assumed to be fast on the timescale
of the experimental measurements, as is often the case
for FRAP experiments, or for experiments in large cells
or nerve cells with long projections. One of the most
interesting tools for such ‘four-dimensional’ simula-
tions is the Virtual Cell software58; an excellent example
of its use in simulating whole-cell calcium dynamics
imaged with a fluorescent dye (Fura-2) has recently
been published59 (see BOX 3 for details).

Simulation versus modelling
The terms ‘simulation’ and ‘modelling’ are often used
interchangeably, but it is useful to make a distinction.
Simulation typically makes no explicit reference to

Box 4 | Optimization 

The figure shows the classic model of the
secretory pathway with proteins transported
from the endoplasmic reticulum to the
Golgi complex and to the plasma
membrane. Data points in the graphs
represent the transport of VSVG–GFP
(vesicular stomatitis virus G protein–GFP)
through the Golgi apparatus in a single
cell61. Solid lines in the upper panel
represent a solution of the secretory
pathway model for the values of the rate
constants below the graph. Clearly, this
model fails to fit the experimental data for
total cellular fluorescence (yellow) and Golgi
fluorescence (pink). We would not, however,
want to rule out the classical
ER–Golgi–plasma-membrane model on
these grounds because the poor fit is only a
consequence of wrong parameter values. In
the lower panel, the optimizer in the SAAM
II software (see online links box) has
minimized an appropriate objective
function and found a point in parameter
space that gives excellent fits (brown,
blue)of the experimental data. Moreover, the
coefficients of variation (CV) for the
parameter estimates are all less than 2%, as
shown below the graph.

This example emphasizes the usefulness of
an optimizer in giving any theory its best
chance to fit the available experimental data,
as well as simultaneously supplying the very
useful statistical information on the
confidence that we should place in these
parameter estimates. Again, it should be
emphasized that these confidence limits
hold for the given model structure.
Residence times and fluxes that are
calculated from these rate constants also
hold for this structure and could well change
if a new model, which fits the experimental
data just as well, is discovered. Original data
courtesy of K. Hirschberg, J. Lippincott-
Schwartz).
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Optimization also provides tools to evaluate how
well our analysis performs. Parameter estimation is
able to provide confidence intervals for each parame-
ter because the greater the noise in the experimental
data, the greater is the uncertainty or variance that is
associated with the optimized parameter values. The
standard statistical measure of confidence in a para-
meter estimate is its coefficient of variation (CV).
This number is calculated as the estimated parameter
standard deviation divided by the parameter value,
and is generally reported as a percentage. Some soft-
ware packages report this information as the frac-
tional standard deviation (FSD) of the parameter
estimate, and other packages, even some that include
optimizers, do not report this vital information at all.
Another measure of confidence in a model is sensi-
tivity analysis. In its most common form, this proce-
dure involves solving the model again with one of its
parameter values increased or decreased to show that
this new value no longer fits the experimental data.
Although qualitatively useful, this one-at-a-time
variation fails to ask whether the fit, once destroyed
by a change in the tested parameter, could be recov-
ered by making changes in the other parameters of
the model. For this reason, formal parameter estima-
tion and its extensive statistical methods, which lead
to coefficients of variation, are preferred.

Conclusions and prospects
Recent advances in applications of fluorescent tracers
and indicators have permitted microscopy to move
from static images to dynamic recording in live cells.
The combination of these powerful imaging methods
with mechanistic computational modelling allows us,
for the first time, to extract information about biophysi-
cal properties of proteins and processes in living cells.
Kinetic analysis and modelling aim to help investigators
deal with cellular complexity by allowing them to know
with precision what their complex diagrams predict.
Quantitative predictions can then be compared directly
with quantitative experimental data as a means of test-
ing the hypotheses that are represented by the diagrams.
Just as database tools have become vital to the field of
bioinformatics for the management and statistical
analysis of complex data sets, the management and
analysis of large numbers of complex biological models
is being facilitated by database technology and defines
the nascent fields of INTEGRATIVE BIOINFORMATICS or 
pathway databases63.

Biology knows, perhaps better than other scien-
tific disciplines, the difficulty of analysing and under-
standing intact complex systems. It is not surprising
that disciplines that routinely deal with complex 
systems, such as developmental biology or physiology,
are strongly represented among the pioneers of com-
putational biology. Kinetic analysis is now also begin-
ning to find a place in the technical repertoire of cell
biologists. In the coming years, computational cell
biology and systems biology will be powerful tools to
help us comprehend the enormous complexity of
cell biology.

Optimization
From the perspective of quantitative hypothesis test-
ing, the purpose of optimization is to give each
hypothesis its best chance to account for the available
experimental data. Optimization is the exploration
of the parameter space of a model in search of
numerical values for each parameter that optimize a
specific quantitative measure of goodness of fit. You
can think of parameter space by imagining an origin
with as many axes emerging from it as you have para-
meters in your model. Every point in this space rep-
resents a unique set of numerical values, one for each
parameter. Now we add one more axis to this space,
one that represents the measure of fit. One intuitively
clear measure of fit is the weighted sum of the
squares of the errors between the model solution and
the experimental data. Every set of parameter values
will correspond to a numerical value of the weighted
sum of squares. For a perfect fit, the sum of squares
would be zero. The task of optimization is to deter-
mine the set of parameter values that yields the best
or optimal fit. For large models this is not easy, and
improvement of methods for efficiently searching a
high-dimensional parameter space represent an
important research area in numerical analysis. BOX 4

gives an illustration of the optimization process that
is applied to the kinetics of protein transport in the
secretory pathway61.

If a set of parameters has been found that fit the
experimental data reasonably well, we can say that the
theory is quantitatively consistent with the experi-
mental data. This, in itself, is a stronger assertion than
the paragraph of a discussion section that begins,
‘Taken together, these data indicate…’. If the model is
correct, then the parameter values of the mechanistic
model can be used to calculate extra features of the
system, including residence times, steady-state molec-
ular abundance, steady-state fluxes (molecules per
second) or fractional distribution of a given molecule
among its various cellular locations. Moreover, if the
parameters are evaluated in two or more physiologi-
cal or pharmacological situations, it becomes possible
to discern which cellular processes were affected and
by how much. This is new information, much of it
unavailable by any other means. All of these motivate
the application of kinetic analysis to complex 
molecular and cellular problems.

Often, however, a model fails to account for all the
experimental data. No set of parameter values can be
found that eliminates systematic deviations between
model solution and experimental data. This means
either that the kinetic model is flawed and needs to be
improved by ensuring that the biological diagram has
been accurately translated, or that the biological dia-
gram itself — that is, the theory — is incorrect.
Computational tools are not yet used routinely to dis-
cover new theories, but this will probably become
essential as complexity grows. A provocative example
of a relatively simple computational search for an
appropriate model recently appeared62, and this general
goal is a current objective of several research groups.

INTEGRATIVE BIOINFORMATICS

The intersection of kinetic
modelling and database
technology, a combination that
becomes essential as cell
biologists move to analyse
larger and more complex
molecular genetic control
systems.
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Online links

DATABASES
The following terms in this article are linked online to:
Swiss-Prot: http://www.expasy.ch/
GFP

FURTHER READING
Simulation and Modelling Software
SAAM Institute: http://www.saam.com/
Berkeley Madonna: http://www.berkeleymadonna.com/
Gepasi: http://www.gepasi.org/gepasi.html
StochSim: http://www.zoo.cam.ac.uk/comp-
cell/StochSim.html
MATLAB: http://www.mathworks.com/index.shtml
Virtual Cell: http://www.nrcam.uchc.edu/
WinSAAM: http://www-saam.nci.nih.gov/
XPPAut: http://www.math.pitt.edu/~bard/xpp/xpp.html
E-Cell: http://www.e-cell.org/
Online Textbook 
Integrative Bioinformatics: http://www.bioinformatics
services.com/bis/resources/cybertext/IBcont.html
Databases 
PathDB: http://www.ncgr.org/pathdb/index.html
KEGG: http://www.genome.ad.jp/kegg/
BIND: http://www.bind.ca/cgi-bin/bind/dataman
WIT: http://wit.mcs.anl.gov/WIT2/
EMP: http://emp.mcs.anl.gov/
EcoCyc:http://ecocyc.pangeasystems.com/ecocyc/
ecocyc.html
Klotho: http://www.ibc.wustl.edu/klotho/
Standards
CellML: http://www.cellml.org/
SBML: http://www.cds.caltech.edu/erato/sbml/docs/index.html
Access to this interactive links box is free online.




