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Review
Traditionally, specific DNA recognition is thought to rely
on static contacts with the bases or phosphates. Recent
results, however, indicate that residues far outside the
binding context can crucially influence selectivity or
binding affinity via transient, dynamic interactions with
the DNA binding interface. These regions usually do not
adopt a well-defined structure, even when bound to
DNA, and thus form a fuzzy complex. Here, we propose
the existence of a dynamic DNA readout mechanism,
wherein distant segments modulate conformational
preferences, flexibility or spacing of the DNA binding
motifs or serve as competitive partners. Despite their
low sequence similarity, these intrinsically disordered
regions are often conserved at the structural level, and
exploited for regulation of the transcription machinery
via protein–protein interactions, post-translational mod-
ifications or alternative splicing.

DNA readout mechanisms
Specific DNA recognition by proteins is fundamental to
many regulatory processes that control the flow of genetic
information. Traditionally, DNA readout has been thought
to be achieved by direct and indirect mechanisms [1,2]. The
characteristic pattern of hydrogen bonding interactions
with the bases provides a direct readout, which can serve
as a fingerprint of the cognate DNA sequence. Electrostatic
interactions with the phosphates are referred to as an
indirect readout because they mostly depend on se-
quence-specific local variations in the DNA geometry [3].
Proteins themselves can also facilitate deviations from the
ideal B-form conformation [4]. As part of the indirect
readout, the sequence-specific water structure around
the DNA is utilized to establish water-mediated contacts
with the bases or phosphates [5]. Although it is clear that
no simple code exists [6], recent results now indicate that
the underlying principles are even more complicated than
initially anticipated.

Conversion from a nonspecific to a specific complex
requires the adaptability of the interface [7] and is usually
accompanied by significant changes in flexibility. In the
‘DNA shape’ readout this process is modulated by the
groove-width-dependent electrostatic potential; ultimate-
ly, the DNA geometry [8]. The majority of DNA-binding
proteins are equipped with intrinsically disordered (ID)
segments that contribute to DNA recognition at various
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levels (Box 1). ID regions can facilitate diffusion along DNA
[9,10] or play a role in the transition from a nonspecific to a
specific complex [11]. ID segments can also modulate
selectivity by forming specific interactions with DNA
[12–14]. Most ID regions are thought to fold upon contact
with DNA, and function similarly to globular segments.

ID regions, however, can also remain invisible in the
structure of the protein–DNA complex, yet contribute to
selectivity or binding affinity. For protein–protein interac-
tions, the importance of structurally ambiguous regions
has been recognized and fuzzy complexes have been de-
fined [15]. ID segments in complexes can form a set of
alternative structures or a dynamic ensemble of conforma-
tions that enables the formation of alternative or dynami-
cally varying interactions [16,17]. In general, the lack of
folding reduces the loss of conformational entropy upon
binding [18]. The presence of ID segments thus increases
mobility and improves binding affinity.

The influence of bound ID regions, which retain their
flexibility in complex form, on protein–DNA interactions
has not been characterized in detail. Nearly all binding
studies of eukaryotic transcription factors utilize only the
DNA binding domain, rather than the full-length protein.
This is caused, in part, by the increased susceptibility of ID
regions to proteolysis and aggregation [19,20]. Further-
more, highly flexible/ID regions far from the binding inter-
face are not considered to be crucial for the formation of the
final complex. Accumulating experimental evidence, how-
ever, points to the importance of dynamic factors in deter-
mining DNA binding specificity/affinity.

Through several examples (Table 1), we demonstrate
that ID segments outside the binding context can influence
DNA recognition. Transient contacts with the DNA bind-
ing site can modulate the ionization status or conformation
of residues that are available to interact with DNA, there-
by influencing the pathway and/or thermodynamics of the
binding process [21,22]. Pliable segments could even act
nonspecifically as a charged cloud simply fill the space
between the protein and DNA, thus reducing the probabil-
ity of forming productive, specific interactions [11,23].
These highly flexible/ID regions can also affect the spacing
between structured binding motifs or increase the lifetime
of the encounter complex [24]. To provide a framework for
these observations, we propose the existence of a dynamic
DNA readout, in which dynamic interactions established
by highly flexible/ID regions are integral parts of the DNA
recognition process. Although these contacts are not visible
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Box 1. ID regions in DNA binding

The role of ID segments in both nonspecific and specific DNA

binding has long been recognized [18]. Approximately 70% of DNA-

binding proteins harbor ID tails [87]. These charged tails facilitate

target search along the DNA through nonspecific electrostatic

interactions, thus reducing the concentration of the free protein

and thereby lowering the dimensions of the diffusion along the

DNA. ID tails also allow simultaneous contacts with two DNA

strands, referred as a ‘monkey bar’ mechanism, [87]. The efficiency

of this mechanism depends on the optimal charge distribution of

the tail and not necessarily on its actual sequence [68]. ID linkers of

multidomain proteins increase the rate of intersegmental transfer by

serving as a bridge between two DNA fragments [10,46]. ID linkers

also promote proper orientation of the DNA reading heads by

protein–protein interactions once the cognate sequence is encoun-

tered. In Cys2–His2 zinc finger proteins, for example, the ID linkers

lock the DNA binding motifs and thereby contribute to the

conversion from the nonspecific to the specific complex, via a

‘snap-lock’ mechanism [11,32].

Flexible loops or ID regions can also directly contribute to the

specificity of protein–DNA interactions by forming direct contacts

with the DNA [48]. DNA-binding proteins with an immunoglobulin-

like fold insert sequentially diverse loops into the major groove,

such as for p53-family transcription factors [88] or Rel homology

domains [89]. The variability of the loop enables diverse orienta-

tions of the b-sandwich domains. The majority of disordered tails or

arms prefer to interact with the minor groove [3]. The Arg-rich

motifs establish direct hydrogen bonds with the bases and

neutralize phosphate charges. This results in bending of the DNA,

as in the case of the HMG boxes or AT hooks. ID tails not only

accelerate the formation of specific contacts, but they are also

favorable for binding affinity [13,83].
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Figure 1. Four schemes of dynamic DNA recognition. Transient, dynamic

interactions by flexible/ID regions outside the interface modulate the structural

transitions that are required for optimal DNA contacts. In the conformational

selection (a), flexibility modulation (b) and competitive binding (c) mechanisms,

the dynamic conformational equilibrium of the DNA binding region is influenced

by the ID region. In the tethering mechanism (d), the equilibrium of the DNA-bound

form is affected. (a) Conformational selection. The Max transcription factor (PDB

code: 1NKP) binds DNA as a dimer. The disordered N-terminal region (upper

dotted line) reduces the electrostatic repulsion (red arrows) between the two

monomers, and increases the population of the folded state at the flanking leucine

zipper (green) (I!II). This also stabilizes the bHLH region (blue) and thus improves

binding affinity for DNA (II!III). (b) Flexibility modulation. Binding of the Ets-1

transcription factor to DNA (PDB code: 1MDM) is coupled to the unfolding of the

HI-1 autoinhibitory helix (blue), which interacts (yellow arrow) with the recognition

helices (green). This process is modulated by the disordered SRR region (dotted)

(I!II). The SRR region enhances the dynamics of the hydrophobic network, which

includes the recognition helices. Increased mobility of the interface residues

(green) favors DNA binding (II!III). (c) Competitive binding. The HMG boxes (blue

and green) of HMGB1 (PDB code 2GZK) are in dynamic equilibrium between an

open and closed form (I!II). Repulsion between the two boxes (red arrows) is

masked by the disordered C-terminal tail (I). Opening the structure exposes crucial

residues for DNA binding (II!III). (d) Tethering. The Oct-1 transcription factor (PDB

code: 1HK0) interacts with a bipartite DNA sequence. The first binding event occurs

via one of the globular POU domains (I!II). The local concentration of the second

POU domain near the DNA is increased by the disordered linker (II!III), which also

regulates the separation of the two structured domains.
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in the structure of the final complex, they are required to
shape the interface and enable/disable particular side
chains for DNA interactions. Furthermore, these malleable
segments can respond to protein–protein interactions
[25–28], post-translational modifications [29–31], or splicing
[32–34] to affect DNA binding in response to cellular cues.

Dynamic mechanisms of DNA recognition
We define four schemes how distant ID segments affect
DNA binding (Figure 1). Via transient interactions, ID
regions can directly modulate the conformational prefer-
ences (i) or flexibility (ii) of the binding interface. Rapidly
fluctuating ID segments can also influence DNA contacts
via screening/competitive binding (iii) or tether structured
binding domains (iv). These are not distinct categories;
multiple mechanisms might cooperate in some cases, even
within the same protein [22,35]. In this way, different ID
regions can have different effects on DNA binding and fine-
tune affinity. In each category, a few examples are de-
scribed in detail; all other instances are listed in Table 1.

Conformational selection

ID regions can shift conformational equilibrium of the
DNA-contacting region within the same protein and facili-
tate formation of the structures required for binding. The
Max transcription factor interacts with E-box (CACGTG)
DNA sequences via a basic helix–loop–helix (bHLH) and a
leucine zipper (LZ) segment to repress transcription of Myc
target genes. In its free form, Max dominantly exists as a
homodimer, with the LZ domain adopting a helical struc-
ture (Figure 1a). The LZ region, however, is unstable, and
undergoes folding–unfolding transitions. This equilibrium
2

is shifted towards the folded state by the N- and C-terminal
segments, which remain as a random coil even in the dimer
[21]. The acidic N terminus masks the destabilizing elec-
trostatic potential present at the LZ region. Owing to a
strong cooperativity between the bHLH and LZ domains,
the N- and C-terminal regions also facilitate the formation
of the recognition helices in the bHLH region, thereby
decreasing the dissociation constant with the E-box by
10 to 100-fold.

A connection between ID-induced secondary structure
and improved binding affinity has also been observed for
methyl CpG binding protein 2 (MeCP2). MeCP2 reads



Table 1. Examples of fuzzy protein–DNA complexes

Model IDP ID region Conservation Post-translational

modification

Experimental evidence Ref.

Conformational

selection

Max N-tail (1–18), C-tail (93–132) *a Increased

phosphorylation

Crystallography, CDb, NMR 21, 29

MeCP2 NTD (1–75), IDc (164–210),

CTD (330–486)

– CD, fluorescence anisotropy 22, 95

TDGd CTD (340–410) Decreased acetylation NMR 60

Neurogenin Basic motif (90–104) – NMR, CD, fluorescence

anisotropy

96

ApLLPe N-tail (1–11), C-tail (99–120) * – CD 97

Flexibility

modulation

Ets-1 SRRf (244–300) Decreased

phosphorylation

NMR 39, 40

SSBg C-tail (113–177) * – Crystallography,

fluorescence anisotropy

28, 98

Competitive

binding

PC4 NTD (1–60) Decreased

phosphorylation;

increased acetylation

NMR 27, 58

FACT NTD (1–186), CTD (625–723) * Decreased

phosphorylation

High-speed AFMh, CD 30

HMGB1 C-tail (186–215) * Decreased

phosphorylation

NMR, SAXSi, PREj 43

Ubx I1 (235–286), I2 (174–216),

Rk (1–174)

* – CD, proteolysis 35

DSS1l 1–70 – Crystallography 44

NKX3.1m ADn (85–96), SIo (99–105) * Increased

phosphorylation

NMR 31

PPAR-gp NTD (9–110) – Crystallography,

H/D exchange

45

UvrDq C-tail (645–720) * – Crystallography 99

b-telomere CTD Phosphorylation Crystallography 62

Tethering OCT1 76–101 * – Crystallography, NMR 51

RPA IULD (106–180) * Phosphorylation NMR 26, 73

KorBr NTD (1–64), linker (253–293) – CD,AU, SAXS 63

aRegions with conserved ID character.

bCircular dichroism.

cIntervening domain.

dThymine DNA glycosylase.

eAplysia LAPS18-like protein.

fSer-rich region.

gssDNA binding protein.

hAtomic force microscopy.

iSmall angle X-ray scattering.

jParamagnetic resonance enhancement.

kRegulatory domain.

lBrh2 interacting protein.

mNK 2 homeodomain.

nAcidic domain.

oSRF interacting motif.

pPeroxisome proliferator-activated receptor gamma.

qHelicase of the 1A superfamily.

rPlasmid partition protein KorB.
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epigenetic information encoded in DNA methylation pat-
terns [36]. MeCP2 has several autonomous DNA binding
domains intercalated between ID regions, and mutations
within these regions are associated with Rett syndrome. The
propensity of regular secondary structures increases by 7%
upon binding to DNA, but MeCP2 still remains substantial-
ly disordered in the complex [22]. Fusing the structured
methylated DNA binding domain (MBD) with the disor-
dered N-terminal domain (NTD) decreases the KD for DNA
from 8.5 nM to 0.8 nM. The NTD does not harbor a DNA
binding site; instead, through interdomain interactions, it
populates those MBD conformations that favor DNA inter-
actions [22]. The NTD destabilizes the overall MBD struc-
ture, but the stability of the MBD–DNA and MBD–

transcriptional regulatory domain (TRD)–DNA complexes
are comparable. Hence, the ID region frustrates the native
fold of the structured MBD domain, which is relieved by
DNA interactions and improves binding affinity. Although
its mechanism is far from being understood, fusion of the
disordered MeCP2 C-terminal domain (CTD) to the TRD
also increases binding affinity by �30-fold, even though the
CTD does not adopt a well-defined structure in the complex.
3



Box 2. Dynamic allostery in structured protein–DNA

complexes

Protein–DNA complexes without any apparent degree of disorder

can be modulated by altering flexibility along the protein chain upon

DNA binding. Interactions between cAMP and catabolic activator

protein (CAP) induce a conformational transition in CAP by 608
rotation of the F helices, which are inserted into the major groove of

the DNA. The S62F CAP mutant, however, remains in a binding-

incompatible conformation even in the presence of cAMP, even

though it exhibits a similar affinity for DNA. The binding of the S62F

CAP mutant to DNA binding is entropically driven (TDS=13.2 kcal/

mol), whereas for the wild-type protein, DNA binding is enthalpi-

cally favored (TDS= –14.3 kcal/mol, DH= –23.2 kcal/mol) as measured

by high-sensitivity isothermal calorimetry [38]. NMR chemical shift

differences indicate a population shift in S62F CAP on the ms/ms

timescale upon interacting with DNA. Based on the bond order

parameters, a rearrangement around the cAMP binding pocket takes

place in S62F CAP upon contact with DNA that influences local

packing density and increases mobility. By contrast, the wild-type

CAP becomes more rigid upon interaction with DNA. Thereby, the

conformational entropy increases in S62F CAP, but decreases in

wild-type CAP. This finding illustrates how redistribution of states

that affect flexibility/mobility can influence the thermodynamics of

DNA binding.

Altering flexibility can also modulate the specificity of DNA binding.

The linker region in cytidine repressor adopts various conformations

upon binding to different operator sequences, which are associated

with different degrees of flexibility [90]. In the case of the lactose

repressor, a dramatic difference between the heat capacity difference

towards specific and nonspecific operators (–1100 cal/mol/K versus –

200 cal/mol/K) has been observed, despite the comparable buried

surface area [7]. Flexibility of the specific and noncognate complexes,

however, deviates considerably and is responsible for the different

thermodynamics. Increased mobility in the nonspecific complex

facilitates probing different sets of interactions to localize the correct

operator site. DNA binding narrows the native state conformational

ensemble and significantly reduces flexibility of the protein [7]. This

mechanism is probably common to many ID proteins that fold upon

interaction with DNA [91].
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Flexibility modulation

Long-range changes in structure and dynamics can also
regulate DNA binding (Box 2). Remote regions can inter-
fere with motions on the ms/ms timescale and modulate the
flexibility of the residues at the protein–DNA interface
[37], thus altering the conformational entropy of binding
[38]. Most examples discussed in Box 2 utilize ID segments,
which fold upon interacting with DNA.

Remote ID regions that preserve their conformational
heterogeneity in complex with DNA can also modulate
flexibility. The Ets-1 transcription factor regulates various
genes, and is involved in stem cell development and tumori-
genesis. Ets-1–DNA binding is regulated by an autoinhibi-
tory region and requires the HI-1 helix to unfold [39]
(Figure 1b). Interactions with DNA are further attenuated
by a Ser-rich region (SRR), which is disordered in both the
free and complex form. Phosphorylation of five sites within
the SRR region gradually reduces binding affinity up to
�1000-fold. Although phosphorylation itself has minimal
impact on the secondary structure of SRRs [40], it interferes
with the formation of transient intraprotein contacts. The
most pronounced differences are in the dynamic properties
of the HI-1 autoinhibitory helix and recognition helices H1
and H3. These units form a hydrophobic network, whose
motions are dampened by SRR phosphorylation. Truncation
of the SRR region gradually increases the mobility of these
4

residues and facilitates HI-1 unfolding; a process that is
required for DNA binding [39]. Thus, the distant ID region in
Ets-1 perturbs the dynamics of the protein–DNA interface
and modulates the conformational transition that leads to
the tight, specific complex.

Competitive binding

Rapidly fluctuating chains of ID regions in a protein–DNA
complex can screen electrostatic attraction between the
protein and DNA or make specificity-determining residues
inaccessible to DNA. The human positive cofactor 4 (PC4)
recruits general transcription factors and stimulates RNA
polymerase II (RNAP II). The activity of PC4 is regulated
by a disordered NTD, which consists of a Ser- and acidic-
rich region and a Lys-rich region. The NTD alone lacks
considerable affinity for either ssDNA or dsDNA. Instead,
this ID region establishes transient, dynamic interactions
with the structured CTD and these compete with the
ssDNA binding sites. Consequently, the ssDNA binding
affinity and the DNA unwinding activity of PC4 are both
reduced [27].

A similar competitive mechanism is observed for the
high mobility group (HMG) protein B1. HMGB1 partici-
pates in various nuclear processes by contacting its target
DNA via two HMG boxes; a process that is negatively
regulated by the disordered C-terminal tail [41]. The tail
stabilizes HMGB1, but does not perturb its secondary or
tertiary structure [42]. In the absence of DNA, the two
HMG boxes assemble on the acidic C-terminal tail and the
binding surfaces are only transiently exposed [43]. The
tail-bound collapsed form is in dynamic equilibrium with
an extended DNA binding competent form, in which the
tail remains disordered (Figure 1c). The tail screens inter-
actions between the two HMG boxes, therefore, it affects
DNA recognition in a length-dependent manner [42].

In additional examples, intramolecular protein–protein
interactions involving an ID region compete for DNA inter-
actions (Table 1) [31,44,45]. For instance, the ultrabithorax
(Ubx) homeotic transcription factor contains several ID
regions to fine-tune DNA binding [35] (Box 3).

Tethering

The separate DNA-binding motifs in multidomain proteins
are often connected by highly flexible/ID linkers, which
facilitate the target search along the DNA [10,46] (Box 1).
The linkers are usually absent from the crystal structures
of complexes [47,48], and thus preserve their conforma-
tional heterogeneity when bound to DNA.

Pit-1, Oct-1, Unc-86 (POU) domain transcription factors
recognize different bipartite DNA motifs, depending on the
length and sequence of the connecting region. The linker of
the octamer binding factor 1 (Oct-1) connects two helix–

turn–helix motifs (Figure 1d). It cannot be seen in the
complex [49] and is also sensitive to proteolysis [50].
Shortening this segment or modifying its amino acid com-
position cause dramatic decreases in binding to either sites
[51]. Charge distribution of the linker, including an essen-
tial negatively charged Glu, is crucial for DNA recognition.

The human replication protein A (RPA) participates in
both nucleotide excision repair and combinatorial repair
using multiple ssDNA binding domains. The 70-kDa sub-



Box 3. Ubx: multiple ID regions to fine-tune DNA binding

The structured homeodomain (HD) of the Hox transcription factor

Ubx binds its optimal DNA sequence with very high affinity (Kd =

63�24 pM), yet with little ability to distinguish target DNA

sequences in vivo (�3-fold variation in affinity). By contrast, the

full-length Ubx has lower affinity, yet higher selectivity for the

optimal DNA sequence (Kd = 160�33 pM, 12-fold affinity variation),

which indicates that regions outside the HD are important for DNA

affinity and sequence selectivity [34,35] (Figure 2a). Most of the non-

HD regulatory regions have ID character. The I1 region of Ubx

reduces affinity twofold, and the I2 region reduces affinity a further

40-fold (Figure 2) [35]; both via the competitive binding mechanism.

The R region restores much of this loss in affinity.

In contrast to the full-length Ubx, Ubx HD–DNA complex

formation is strongly pH dependent [92]. I1, but not I2, reduces the

pH-dependence of DNA binding, which indicates that I1 must

directly interact with the HD to shift the pKas of residues that are

crucial for DNA interactions. By contrast, I2 does not establish direct

contact with the HD; instead, it rapidly fluctuates to hinder DNA

access. The R region either directly interacts with I1 and I2 to perturb

their conformational equilibrium, or nonspecifically blocks their

access to DNA.

Protein–protein interactions or alternative splicing enable ‘context

specific gene regulation’ of Ubx; that is, cognate DNA sequences

depend on the cellular context. The I1 region contains a YPWM motif,

which mediates communication with the Hox cofactor Extradenticle

(Exd) [25], which relieves repression of DNA binding by I1 [34]

(Figure 2a).

Different Ubx splicing isoforms are produced in a stage- and tissue-

specific manner by alternative splicing of three microexons that are

located in the region that links the YPWM motif to the HD (Figure 2b).

Removal of the microexons (alone or in combination) affects Ubx

DNA affinity and selectivity [34] both in vitro and in vivo [93,94].
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unit of human RPA (hRPA70) contains weak and high-
affinity DNA binding domains (DBDs), connected by a 78-
amino-acid intrinsically unstructured linker domain
(IULD) [52]. RPA makes its first contacts with ssDNA
using the high-affinity DBDs. The highly flexible IULD
anchors the weak affinity DBD to DNA, thereby increasing
its local concentration near the substrate. Conversely, the
loss of the transient IULD–weak affinity DBD interaction
results in a threefold reduction in binding [26].

Regulation of DNA binding via ID regions
ID regions are also often the sites of regulatory actions of
signaling pathways [53]. Post-translational modifications,
protein–protein interactions or alternative splicing [54–57]
offer opportunities for the cell to exploit distant ID domains
to regulate DNA binding by a structured domain in re-
sponse to single or multiple cellular cues, by enhancing or
interfering with any of the four mechanisms described
above.

Post-translational modifications

Phosphorylation usually perturbs the positively charged
DNA binding interface via electrostatic interactions. FACT
(facilitates chromatin transcription) displaces histone
H2A–H2B dimers from nucleosomes and facilitates RNAP
II-mediated transcription. To interact with DNA, FACT
utilizes an HMG domain flanked by a basic and an acidic
ID region. The acidic ID region forms intramolecular inter-
actions with both the HMG domain and the basic ID
segment, which compete for DNA contacts [30]. These
interactions, which mask nucleotide-binding elements,
are strengthened by phosphorylation of the acidic ID re-
gion. Consequently, phosphorylation blocks DNA binding,
without inducing folding of the ID regions.

Similar to FACT, phosphorylation of PC4 gradually
decreases its binding affinity for dsDNA [58]. Progressive
phosphorylation of eight Ser residues in the disordered
PC4 NTD shields the neighboring Lys-rich region, which
mediates communication between the disordered N-termi-
nal and the ordered C-terminal part of PC4. Hence, DNA
binding of the structured region is affected indirectly via an
ID segment and not directly via phosphoserine contacts.

In both examples, phosphorylation conforms to the
‘incremental rheostat’ type regulatory mechanism, which
was originally proposed for Ets-1 [39]. In this model,
gradual changes in DNA binding affinity take place via
multiple phosphorylation events, in contrast to a phos-
phorylation-dependent on/off switch mechanism. The in-
cremental rheostat regulation provides a sensitive
mechanism by which to control transcription in response
to different environmental signals (e.g. Ca2+ signaling).

Phosphorylation can also act via perturbing structural
elements that are required for DNA binding. For example,
phosphorylation of the Max transcription factor modulates
the structure/disorder balance of the basic region of the
DBD, thereby influencing its affinity for DNA [29]. The
behavior of ID regions can also be regulated by other post-
translational modifications (Table 1), such as acetylation
[59] and sumoylation [60]; the structural details, however,
are not as well characterized.

Protein–protein interactions

Protein–protein interactions often utilize ID regions by
targeting short, low-complexity motifs [57]. Intramolecular
contacts of ID segments with DNA recognition elements
frequently compete with these intermolecular interactions
for the same binding site. Thus, the affinity for DNA is
regulated via a competitive binding mechanism; often
referred to as ‘cooperativity’ [61].

Transcriptional activation of the tumor suppressor p53
depends on its interactions with hRPA70. Binding sites for
ssDNA and p53 overlap on the weak affinity DBD of
hRPA70 [26]. The affinity of hRPA70 for ssDNA is higher
than that for p53, and is primarily controlled by the
disordered IULD. The ID region increases the local con-
centration of the weak-affinity DBD near its cognate site,
which results in the occlusion of p53 from the basic cleft of
hRPA70. Thus, depending on its orientation, flexibility and
length, the hRPA70 IULD regulates the balance between
binding p53 and damaged DNA.

Activities of additional protein–DNA complexes can be
modulated by protein–protein interactions via regions that
retain their ID character in the bound state
[25,27,28,62,63] (Table 1). Although no direct structural
evidence is available, disordered transactivation domains
of transcription factors [64] probably function via this
competitive binding mechanism to activate or repress
transcription via protein–protein interactions.

Alternative splicing

Alternative splicing provides a third opportunity for the
cell to modulate DNA binding by altering ID regulatory
5
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regions. Alternative splicing affects the degree of disorder
of the ID segment and can insert/delete post-translational
modification sites or motifs for protein–protein interac-
tions. Notably, alternative translation start sites in murine
MeCP2 increase the length and flexibility of the disordered
NTD. Given the role of the NTD in modulating the recog-
nition of methylated CpG islands by transient interactions
with the MBD, the different isoforms result in different
gene expression patterns in mouse brain [33].

Alternative splicing of ETS1 removes the entire disor-
dered SRR region; phosphorylation of this region reduces
affinity for DNA via modulating the flexibility of the inter-
face. Hence, the activity of human Ets-1 is differentially
regulated by two distinct mechanisms: phosphorylation
and alternative splicing [65]. By contrast, these two regu-
latory mechanisms are synergistic in the Max transcrip-
tion factor. The p22 Max isoform contains a nine-residue
long insertion in the disordered N-terminal region, as
compared to the shorter p21 isoform. The longer NTD is
more effective in stabilizing the DBD and results in higher
DNA binding affinity [29]. Phosphorylation enhances this
process, but it is only effective in the long p22 isoform.

Alternative splicing also affects ID regions that fold
upon DNA binding. For example, different isoforms of
the Wilms tumor suppressor protein have distinct linkers
that connect the zinc fingers of the protein, and which
display variability in flexibility and length [32]. These
differences provide a 10–20-fold variation in DNA binding
of the different gene products.

Conservation of ID character of regulatory regions
What evolutionary pressures are placed on ID regions that
differentially regulate DNA binding affinity? The lack of
structural constraints enables ID proteins/regions to un-
dergo large sequence drifts [66], thus making sequence
comparisons of evolutionarily related proteins difficult.
The ID character of these regions, however, can be con-
served despite the fact that the amino acid sequence varies.
For example, the N- and C-terminal tails are disordered in
many DNA-binding proteins that lack apparent sequence
similarity [67,68]. In these cases, the amino acid composi-
tion is conserved, which results in a similar structural
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Figure 2. DNA-binding of Ubx is regulated by multiple ID regions. (a) Ubx contacts DNA 
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interactions with the HD of the Exd transcription factor (cyan) (PDB code: 1B8I). These c
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character, that is, a certain degree of flexibility/disorder
[51,69]. The core histone H4 N-terminal tail [70] and the
linker histone H1 C-terminal tail, for example [71], remain
active even upon scrambling their sequences, while main-
taining their amino acid composition. Sequence conserva-
tion in ID regions usually appears at the level of short, low-
complexity motifs, which are responsible for similar func-
tions [55,72].

The disordered linker in RPA is crucial for ssDNA
binding [26]; nevertheless, it lacks a detectable level of
sequence similarity in different organisms. Notably, these
highly divergent sequences fail to fold into a well-defined
structure. In five organisms from three kingdoms of life,
the backbone flexibilities of RPA IULDs reveal similar
dynamics [73]. Thus sequence divergence is neutral for
linker function, given that the dynamic behavior of RPA
has been evolutionarily preserved.

Functionally relevant conserved ID character has also
been found in Ubx. Sequence alignment of Ubx proteins
from six organisms that represent 540 million years of
evolution indicates that the ID character, but not the
sequence, of regions that regulate DNA binding in Dro-
sophila melanogaster Ubx is conserved [35] (Figure 2).

Concluding remarks and future perspectives
The role of flexible or dynamic protein segments in DNA
binding has long been recognized [74] (Box 1); the factors
underlying specificity or affinity, however, are considered
to be primarily static. The available examples (Table 1)
argue that dynamic, transient contacts can be utilized to
fine-tune static interactions between protein and DNA.
The dynamic DNA readout integrates all traditional, static
specificity-determining factors, but underscores that glob-
al dynamic factors also contribute to the recognition pro-
cess. Flexible regions distant from the protein–DNA
interface can be targeted by diverse signaling pathways
to regulate DNA interactions. Hence, specificity/affinity of
DNA binding cannot be assigned solely to a few residues,
but instead the impact of the whole protein must be
considered.

The dynamic regulatory regions discussed in this review
lie outside the binding context, so this appears to be a
Microexon region

DNA affinity

160 ± 33 pM

420 ± 50 pM
R

Activation Domain YPWM b ml  mll

ml  mll

b mll
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ance from 10 to 53 amino acids. Isoforms that contain the nine-residue ‘b element’
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special case of allostery. Allosteric regulation of transcrip-
tion factors via modulation of DBD conformation by the
substrate DNA was first advocated more than a decade ago
[75]. ID regions have also been proposed to amplify signals
and mediate allosteric responses [76,77].

In the dynamic readout model, the protein–DNA complex
is viewed as a conformational ensemble, even in active
forms. In contrast to the Monod–Wyman–Changeux [78]
or Koshland–Nemethy–Filmer [79] models for protein allo-
stery, no unique conformation, which could be selected from
a pre-existing equilibrium or formed via induced fit, is
required for optimal activity. The entire protein–DNA com-
plex exists as a multiplicity of states, and modulating its
conformational equilibrium provides a means to regulate
DNA binding activity. All the examples discussed herein
(Table 1) are fuzzy, where the ID segments preserve hetero-
geneity even in their bound form, and the dynamic nature of
the ID segments is crucial for influencing DNA binding. The
dynamic readout model, however, is also applicable for
complexes with local or limited disorder (Box 2).

There are two direct implications of the proposed model.
First, it illustrates that specificity/affinity determinants
cannot be deduced from the static structure of the final
complex. Weak, transient interactions formed with the
DNA binding region must also be considered. They can
be investigated using rapidly developing experimental
techniques that are able to handle low-population states
and transient contacts [80–82] (Table 1). Thermodynamic
data, in combination with targeted mutagenesis and/or
deletion constructs, can also be informative regarding
the contribution of dynamic factors [83]. Even in the ab-
sence of actual structural disorder, large changes in flexi-
bility or conformational entropy can be crucial for specific
DNA recognition [84]. Second, the model suggests new
approaches to modulate DNA binding. Owing to the lack
of structural constraints, manipulating distant ID regions
might be easier than modifying residues that participate in
the tight DNA binding interface. Furthermore, ID regions
provide several ways in which to alter DNA binding in a
cell context-specific manner. Changes in the length or
amino acid composition of the ID segments directly affect
the degree of flexibility/disorder required for a given func-
tion. Insertion/deletion of short functional motifs in ID
regions can alter interactions with other protein partners,
and thereby modulate DNA binding. Post-translational
modifications of these ID segments can respond to extra-
cellular signals and are often exploited in natural regula-
tory pathways. All these ID regions and their functional
sites can be easily predicted from the primary sequence
without any additional structural information [85,86] and
subsequently subjected to experimental studies.

Although the dynamic DNA readout model provides a
more realistic view of specific DNA binding, the ultimate
question is whether we will ever be able to understand how
given sequences are recognized, especially in the context of
the living cell. Recent experimental results described in
this review urge us to move from a deterministic to a more
stochastic description of protein functionality. Indeed,
we have offered a framework to explain multifunctionality
of the same protein and the versatility of responses to
environmental signals. In the long term, targeting these
mechanisms might also provide more efficient means to
intervene with gene expression.
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